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Foreword

Pavel Alekseevich Nekrasov (1853 — 1924) was an outstanding mathematician who contributed to algebra,
mathematical analysis and probability theory as well as to mechanics. However, around 1900 his works
became unimaginably verbose and hardly understandable; he began connecting mathematics with religion and
politics; and his arguments and general declarations often did not carry weight anymore sometimes becoming
downright wrong and contradictory. In politics, he associated himself with reactionary elements, and,
consequently, Soviet historians of mathematics had been ignoring him. Thus, the reader will undoubtedly
notice that by far the greater part of the extant correspondence between Markov and Nekrasov consists of
Nekrasov’s letters and and that Gnedenko, in his paper translated here in Part 3, had not even mentioned
Nekrasov’s attempts to prove the central limit theorem. I also have it on good authority that Nekrasov’s heirs
vainly attempted to turn over his rich collection of letters (e.g., from Markov and Zhukovsky) to several
archives. I myself only began to regard Nekrasov as a serious scholar after reading Seneta (1964); see
references in the Bibliography that follows this Foreword.

Earlier in life Nekrasov had indeed kept to sound opinions and soberly regarded philosophy and perhaps
even underrated it. In 1896 he (Sheynin 1996, §9.2) stated that

Concerning {force, space, time, probability} philosophers have written full
volumes of no use for physicists or mathematicians. [...] Mill, Kant and
others are not better but worse than Aristotle, Plato, Descartes, Leibniz.

Then, however, his attitudes changed dramatically. For him (newspaper article of 1916; Chirikov & Sheynin
1994, p. 149 of translation), Markov became a panphysicist who did not recognize supreme ethics (theology).
His invented term apparently designated a scientist not believing in God; Laplace (!) immediately comes to
mind. And, forgetting his earlier admiration for German science (below), Nekrasov (letter of 11 Nov. 1915 to
Florensky; Ibidem, p. 168), stated that a mathematical encyclopedia, had it been prepared by Markov & Co.,
would have been inspired from Berlin,— from Germany, then at war with Russia! Next year, 26 Nov. 1916, still
during World War I, in another letter to Florensky, Nekrasov (Sheynin 1993, p. 133 of translation) obscurely
mentioned crossroads to which the German-Jewish culture and literature (somehow connecting these with
Markov) are pushing us.

During the last few years several publications concerning Nekrasov have appeared, especially Soloviev
(1997). Being more critical than Seneta, he still credits Nekrasov with the first proof of the local central limit
theorem for large deviations. This was of course a considerable achievement, but both Seneta and Soloviev
have more to say. Thus, Soloviev (p. 21): No-one ever studied Nekrasov’s main relevant contribution since his
purely analytical approach was unsuccessful and both his style and the structure of this work were unbearable.
I myself (1989, two papers; 1993; 1995), also see Chirikov & Sheynin (1994), have made known many
archival sources on Nekrasov’s life and work, on his relations with other mathematicians, notably Markov, and
on his efforts to introduce the theory of probability into the school curriculum; and Sheynin (2003) is my
general account of the background to Nekrasov’s life and work. In particular, I suggested that, along with his
religious upbringing (before entering Moscow University, Nekrasov graduated from a Russian Orthodox
seminary) and high administrative position, the change of his personality was also occasioned by the views of
the religious philosopher V.S. Soloviev.

A special point concerns Nekrasov’s complaints (see for example his letter of 18.12.1898 to Dubrovin in
Part 1 of this book) regarding Markov’s substantiation of the central limit theorem published ahead of
Nekrasov’s own (barely successful) justification lacking in his preliminary report of 1898. It is appropriate to
recall that Markov overcame, in the same way, both Chebyshev and Chuprov. Chebyshev (1874) put on record
important integral inequalities that he later on, in 1887, applied in proving the central limit theorem, but
Markov (1884) was the first to substantiate them. Then, Chuprov proved a certain fact about the coefficient of
dispersion and reported his finding to Markov. The later had substantiated it as well, published his proof with a
reference to Chuprov, and, later on, communicated Chuprov’s pertinent paper to a periodical of the Imperial
Academy of Sciences, see Sheynin (1996, pp. 112- 113). In the Nekrasov — Markov case, however, Markov,
justly considering Nekrasov’s earlier attempt unsatisfactory, passed it over in silence, and that was hardly
proper.

Owing to my subject (see below), I am only dealing with Nekrasov’s life and work after ca. 1898;
accordingly, I ought to repeat that before that time he had been an eminent scientist. Thus, during 1887 — 1896,
five of his papers appeared in the influential Mathematische Annalen. In 1910, complying with a request made



by Ludwig Darmstédter, a chemist and collector of autographs, Nekrasov Sheynin (2003, p. 338) wrote him:
Dans mes travaux scientifiques, j’ai toujours payé mon tribut d’admiration aux génie laborieux allemande.

The materials collected in this book (some of them not published before) provide an opportunity to study in
detail Nekrasov’s debate concerning the central limit theorem with Markov and Liapunov; to appraise
somewhat Nekrasov’s efforts to substantiate the method of least squares (in accord with the Laplacean
approach) and to dwell on his attempts to introduce the theory of probability into the high school. Note that
Nekrasov also attempted to introduce the same discipline at the Law faculty of Moscow University (Sheynin
1995).Also included is a rare Russian paper by Bortkiewicz (understandably missed by Seneta (2003)) who
sharply criticized Nekrasov’s pseudo-philosophical and sociological views. Materials pertaining to the central
limit theorem comprise Part 1 of this book and Part 2 covers all the rest issues.

In many instances I have changed the numeration of the formulas and introduced minor changes, for
example m — oo instead of m increases unboundedly and m instead of number m. The reader should bear in
mind that in those times at least in Russia offprints of papers with separate paging had been appearing in
advance of the appropriate publications and references were often made to such paging; I replaced the page
numbers in accord with the publications themselves. Then, the dating of contributions by publishers often
contradicted reality, see the beginning of §3 of Liapunov’s paper. Then, some of the translated papers were not
subdivided into sections and in a few such instances I had done it myself so as to make my Index of Names
more helpful. In such cases I used square brackets, for example thus: [2].

In the Bibliography below I included all the contributions of Chebyshev, Liapunov, Markov and Nekrasov
cited in the sequel, and, when adducing lists of references concluding separate papers, I mention these in a
shortened way. And I also included contributions concerning Nekrasov. Abbreviations in the Bibliography
persist in the sequel.

All the translations in the sequel have been published in microfiche collections put out by Hénsel-
Hohenhausen (Egelsbach, Germany) in their series Deutsche Hochschulschriften (DHS):

DHS 2514 (1998): the paper of Gnedenko;

DHS 2579 (1998): my present Part 1;

DHS 2656 (1999): the Bortkiewicz’s paper; Markov’s memoir in Part 3;

DHS 2696 (2000): Report of the Commission of the Imp. Academy of Sciences and Nekrasov’s paper on the
method of least squares.

The copyright to ordinary publication remained with me.

In concluding, I briefly describe the opinion of A.D. Soloviev (1997) about the work of Nekrasov connected
with the central limit theorem. Soloviev (p. 21) credits Nekrasov with proving that theorem for lattice random
variables although under excessively strict conditions and other restrictions whose fulfilment was “generally
impossible” to check. His understanding of lattice variables was faulty (too extensive) and he therefore
wrongly widened the applicability of his findings. His approach to stochastic issues was unfortunate, his
methods complicated, his reasoning was careless and confusing, and, as a result, his work was completely
forgotten. On the other hand, Nekrasov formulated the central limit theorem for the case of large deviations
that began to be studied only 50 years later and at least obliquely influenced Markov.
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Part 1
The Central Limit Theorem

The General Properties of Mass Independent Phenomena in Connection with Approximate Calculation
of Functions of Very Large Numbers

P.A. Nekrasov



Dedicated to the memory of P.L. Chebyshev

Reported by Professor B.Ya. Bukreev to the mathematical section of the 10" Congress of Natural Scientists
and Physicians. Kiev, 26 August 1898

1. The laws of mass independent phenomena considered in probability theory are more generally expressed
by the Chebyshev theorem (Chebyshev 1867) that incorporates the Jakob Bernoulli theorem and the Poisson
proposition as its particular cases. However, Chebyshev, with simplicity peculiar to a genius, ascertained only
one, although a very essential aspect. He left out other, no less important properties of mass phenomena which
are connected with the approximate expressions for the probability P, that the sum

X1 +Xo+ .+ Xy (1)
of random magnitudes1
X1 X2, ++n5 X (2)

will take a given value n.

When an approximate expression of P, is known (as, for example, in the Bernoulli theorem, or in the
doctrine of the mean values of observational errors), our understanding of the properties of the appropriate
groups of mass phenomena essentially widens since we know then the probabilities of each of those various
combinations according to which the random sum (1) can satisfy given inequalities. Therefore, the
determination of the expressions for P, in all the possible cases is of no small importance.

Aiming to reconsider once more the properties of mass independent phenomena, and making use of all the
means available to mathematical analysis, I arrived, in various cases, at remarkable forms of approximate
expressions for the probability P, and at results which I have the honor to report now. In the sequel, these
findings are subdivided into two categories. The first one comprises less precise approximations enjoying the
advantage of simplicity of expression which is convenient for practical applications. The second group includes
more precise results which, however, are expressed in a more complicated way.

2. Let the expectations of magnitudes (2) be aj, ay, ..., a, respectively, and the expectations of their squares,
by, by, ..., b,. Then, denote

dYa = a+axt ...+ ap,
Y(b—a) = (b —a))’ +(br— @) + ... + (by—an)’.

We shall suppose that the expectations of the powers of the variables (2) are finite. Denote also

o)=Y pir,i=12,....m

where, in general, Y’ pr”is the sum of the products of the probability p of the variable x by r * extended over all
the values of x. We have

o(D)=@al)=... =@u(1)=1.

Let

F) =[o1(r) @2(7) ... o]

and denote the modulus of the function f [¢"] by R. The greatest maximal value of R over — o0 < 0 < + w0 is
obviously f(1) = 1. Imagine now all the other maxima of the function R not coinciding with 1, and denote the
greatest of them by R;. If, however, the function R has no other maxima excepting 1, we shall denote by R; the
minimal value of R. Evidently, R;< 1.

At first, let us assume that the following restrictions take place:



1) The difference between the adjacent values of the sum (1) are either finite numbers; or, small numbers of
a finite order with respect to 1/m; or, small magnitudes of the kind Am ~° exp (— Bm *) with A, B, ¢ and s being
finite positive magnitudes and 0 < s < 2/3.

2) The ratios of the differences mentioned are rational numbers.

3) The magnitude R," tends to zero as m — oo. This case is in itself considerably general. At the same time,
it is the main one since other cases can be reduced to it, and the following theorem takes place here:

Theorem 1. Let m be a large number, and v, an arbitrary magnitude satisfying the inequalities 1/3 <v < 1/2.
If n is one of the values of the sum (1) obeying the inequalities

[+ X2+ + %) — Yaln] < (1im") 2b-d) 3)
m

the probability P, that this sum takes the value n is

S _ 2
Pl’l= Lexp _M (4)
2D (b-a®) 2 (b—d®)

where d is a small magnitude tending to zero as m — o and h is the difference between n and the nearest value
of the sum (1).

If, in addition, we abandon the above restrictions about the differences of the sum (1) and the limit of R;" as
m — oo, the following theorem will hold:

Theorem 2. Let m and v satisfy the conditions of Theorem 1 2and t and t' obey the inequalities

—(1/m”),/M <t<t < (1/m”),/M.
m m

The probability P(t; t') that the random variables (2) satisfy the inequalities
t {1 +x2+...x0)—Dal/m} <t

will then be
P(t; ) = (€Nm) [ exp (- &) dé

where

¢= mt o= mt’
22 b-a’) T 2Y (b-a)

and o is a small magnitude tending to zero as m — oo.

With regard to the conditions of its existence, this law is as general as the Chebyshev theorem. It leads to the
following proposition which differs from the latter in the expression for the probability P:

Theorem 3. Let m and v satisfy the conditions of Theorem 1. The probability P that random magnitudes (2)
satisfy the inequalities (3) is

P =2 \n) j exp (- £2) d¢ 5

where



(6)

and o is a small magnitude tending to zero as m — . Since g, as determined by (6), tends to infinity when m
increases, the probability P approaches 1.

In the general case, the explicated conditions reveal a regularity in the deviations of the sum (1) from ) a
similar to the conformity, established for the phenomena considered by the Bernoulli theorem and for the mean
values of observational errors. Under arbitrary circumstances, as formulated by the conditions of the
abovementioned general theorems, this regularity seems unaccountable. Conformities in the cases of the
Bernoulli theorem and of the observational errors are explained by the situation {?}, by the properties of the
appropriate phenomena and the constancy of some conditions. With regard to such conformities Quetelet
minutely develops the idea that they are occasioned by constant causes and by the mutual annihilation of
perturbational effects’. However, his deep deliberations evidently do not concern mass independent
phenomena studied under the general conditions formulated in the theorems above. These conditions allow any
mutual relations between the causes occasioning independent phenomena. The problem of explaining the
conformities taking place under such irregular conditions remains open.

3. More precise conclusions with regard to the probabilities of mass independent phenomena demand the
introduction of a special supplementary variable r connected with n. Let us indicate first of all this connection.
Suppose that

1/m

y(r) = [e1(r) @ar) ... ou(r) 1]
and let r be the positive root of the equation y'(r) = 0. Since this equation is reduced to
r—1=1tF(r), t = (n/m) — Q. a/m)

and n is given, the determination of r is not difficult.

Evidently r can be expanded in powers of ¢ by means of the Lagrange formula and the series will converge
rapidly. We shall suppose that the expectations of the various powers of the variables (2) are such that the
functions

eie®),i=1,2,....,m

can be expanded into series in integral positive powers of 6 convergent for 0’s not greater by absolute value
than some finite limit. ‘

Denote the modulus of the function w(reel) by R. Its greatest maximal value over — o < 8 < + o is obviously
y(r). Imagine the other maxima of the function R not coinciding with y(r), and denote the greatest of them by
R,. If, however, the function R has no other maxima excepting y(r), then we shall denote by R; the minimal
value * of R. Evidently, R; < y(r).

For the sake of simplicity we shall restrict our attention to the case in which

{1/mlgly(r)/ Ri]} = 0asm — ©

and the order ¢ of this small magnitude, taken with respect to 1/m, differs from zero by a finite magnitude .
These conditions are supposed to be fulfilled in all the theorems below. In addition, everywhere below the
differences between the adjacent values of the sum (1) are supposed to be either finite, or small magnitudes of
an arbitrary finite order with respect to 1/m, and the ratios of these differences are rational.

Theorem 4. The probability P, that the sum (1) takes a given value n is

_ h [l//(r)]m+1/2

ry2may’(r)

where O is a small magnitude of an order not less than 1 with respect to 1/m and h takes the value indicated in
Theorem 1.

P, (1+9) (7)



Formula (7) is applicable more widely than (4) and is more precise. The latter can, for example, lead to a
false opinion that the most probable value of n is always equal to the value of (1) nearest to > a. The more
precise formula (7) reveals, however, that under certain conditions the stipulated value of n can be separated
from ) a by a few intermediate values of the sum (1).

Theorem 5. Suppose that Theorem 4 holds for all the values of n situated between Y a—1land Y a + L. If §;
and & are the values of

lgly(n]™ )

forn=73%a Flrespectively, then

&
Plxi+x+ ... +xu—Yal < I)=(1\n) j exp (- &) dE+ 8 9)
=&

where d is a small magnitude of an order not lower than 1/2 with respect to 1/m.

This theorem provides a more precise and a more widely applicable expression for the probability P than
does Theorem 3. Theorems 4 and 5 have an additional feature in that they determine the order of smallness of
the relevant errors. When applying formula (9) to the case of the Bernoulli theorem we must assume that

e1(r)=@a(r)= ... =@u(r)=q + pr

where p is the probability of the occurrence of the {appropriate} event E and g = 1 — p. The probability P that
the number 7 of the occurrences of the event in m trials will satisfy the inequalities

ln—mpl <1 (10)
is represented by formula (9) with

Eia={(mp FDIg[1 FUmp)] + (mg 1) 1g [1£U/mg)]}"”. (11)

This expression for P can easily be obtained in the usual way, that is, by means of the Stirling formula. It holds
for all such values of / for which the absolute value of //m remains less than the least of the numbers p and q.
Thus, the expression for P is not only more precise, it also has a wider range of application as compared with
the generally used formula (5) for the probability P considered in the Bernoulli theorem. Note also that the
expressions for P defined by equations (9) and (11) easily provide the highest limit of the error 9.

4. The precision of the approximate expressions for probabilities P and P, can be raised still more. Denote
the expectations of the cubes of the variables (2) by ¢y, ¢3, ..., ¢;. Issuing from them and from formula (7), we
arrive at

Theorem 6. Let n’ and n” be the least and the greatest values of the sum (1) for which the following
inequality holds

lxi+x2+ ... +xp—al <L (12)

Denote by p" and p" the corresponding values of the expression r2\|1"(r)/ y(r), and, by u; and u;, the
corresponding values of (8). The probability P that the random variables (2) obey inequality (12) is

P =(1An) j exp (- ) de + SPEU) ooy - B -
2T m

YT

XD ) 4 2™ = BY + 8

N2t m

where h is the same as in Theorem 1,

—u;
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and o is a small magnitude whose order is not lower than 1 with respect to 1/m.

When applying this proposition to the case in which the conditions of the Bernoulli theorem are valid, we
come to its following modification. Let p be the probability of phenomenon E and g = 1 — p. Denote the least
and the greatest integers obeying the inequality (10) by n" and n" respectively, and set

- Jlg[(i)"(m_" )j
mp mq

with u, differing from u; in that n’ is replaced by n"”. Suppose also that the magnitudes

(n'/m)[1 — (n'/m)] and (n"/m)[1 — (n"/m)]

remain positive and do not tend to zero as m — . Then the probability P that the expected number n of the
occurrences of E in m trials satisfies inequalities (10) will be

P = (1\n) j exp (- &) de + SR )

m +2p—1 B
Vorm 2y’ (m=n")  6ypq
exp(—u,”) m 2p-1
8
V2w m [2\/n”(m—n”)+6\/EJ *

where 0 is a small magnitude whose order is not lower than 1 with respect to 1/m.
In concluding, we offer a more precise expression for P, than the one provided by formula (7). Introduce

(z—1)?

0(z) = ,
= e -ley ()

then the last theorem follows:
Theorem 7. The probability P, that the sum (1) takes value n is

(13)

hly(rn)]" (- d”‘{(l/z)[e(z)]‘z"“”}
Py == Trm [[9(1) +222k Tl i L=1+5j

where d is a small magnitude whose order is not lower than (s + 1) with respect to 1/m and h is the same as in
Theorem 1.

The right side of (13) is similar to the Stirling formula in that it becomes divergent at s = co. The following
approximate value of P, has no such peculiarity:

hly(n]"
P, =
Cadm
m 2k (2k+1)/2
172 (- 1) J d {(1/Z)[9(Z)] }
([9(1)] ! exp(—u’)du + Z (2k)' e 1 +6|. (14)
Here

ofm
Ji = J. exp (— uz)Mdeu

0



and 7 is a positive magnitude which is either finite or small, of order ¢ < 1/2 with respect to 1/m. This
magnitude is not greater than the radius of convergence of the Lagrange series representing that root of the
equation

- 1=+it/0(2)

which becomes 1 when © = 0. The number ¢ in (14) is a small magnitude of order (s + 1) with respect to 1/m.
At s = oo it will not be zero but a small magnitude having order + o with respect to 1/m.

I shall present a detailed proof of all the results formulated above at a later date provided that circumstances
will allow me to put my calculations in an order suitable for publication.

2 August 1898

Notes

1. {Nekrasov was introducing a new term, random magnitude, as it is still called in Russian, but he
subsequently (see below) made use of other expressions as well which testifies that the new terminology was
then not yet established. On this point see Sheynin (1996, §15.4).}

2. {Later on Nekrasov (1900 — 1902; 1900, p. 585, note 2) stated: “To the conditions of Theorem 2 it is
necessary to add all those of Theorem 17.}

3. {In general, Quetelet was notoriously careless.}

4. {Soloviev (1997, p. 16) noted that Nekrasov had later specified that, in this second instance, R; was the
greatest minimal value of R.}

5. Nekrasov’s symbol lg obviously stood for natural logarithms. }
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On Markov’s Article {of 1899} and My Report {of 1898}
P.A. Nekrasov

Markov’s papers (1898; 1899) supplementing each other at the same time adjoin in the closest way my
report (Nekrasov 1898) [...] whose offprints I have sent out at the end of September 1898 to many Russian
mathematicians including him. I ought to say, first of all, that this report is only an introduction to my
accomplished work and contains a preliminary and, for that matter, briefest description of the results obtained.
For the sake of conciseness I was compelled to indicate much only by a single stroke, and to omit even more,
delaying the ascertaining of everything until the envisaged complete publication of these works of mine. In the
report itself, I had declared my intention of presenting a detailed derivation of the expounded findings for the
readers’ judgement.

Since Markov says nothing at all about the adjoining of his papers with my previously published works?, I
am compelled to indicate this myself. I venture to stress that the most important finding of Markov’s papers
can be obtained by considering one of the conditions of my Theorem 1. To prove my point, I compare this
latter with Markov’s conclusions. I adhere to my notation. [...]The expectations of x, xkz, xk3 , xk4, ... obey the
condition that in the vicinity of 8 = 0 the function @i(e°’) can always be expanded in a convergent series in
integral positive powers of 0.

Theorem 1 of my report can be expressed in the following way. Suppose that the ratios of the differences of
the sums

X1 +x+ ... +x, (D

are rational numbers and R\" — 0 as m — oo. If n is one of the values of (1) and the difference [(n/m) —
Y (a/m)] is small, then the probability P, that the sum (1) takes the value n is approximately
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where h is the difference between n and the nearest value of (1).
The proof of this theorem is available in my unpublished works. Its conditions being fulfilled, the following
corollary concerning all the values of £ located between g and g’,

¢ = mt o= mt’
22X -y " 2D b-ad)

should take place:

(1/Vn)éj exp (—ENdE=P(t < {[(x1 + X2+ ... + X)) — Yal/m} < 7).

For g

al=ar=...=a,=0 (2)

this corollary coincides with

one of the theorems in Chebyshev (1891) which is the subject of Markov’s papers. We also note that among
the conditions of the theorem above and its just stated corollary is one special restriction lacking in Chebyshev
(1891):

limR," = 0asm — oo. 3)

Let us see whether condition (3) is always fulfilled when (2) holds and

limby=0ask — . “)
Now the expectation of X s

bi=Y pixi’ (5)
and (4) and (5) lead to

lim prxi>=0 as k — oo. (6)

Suppose that conditions

limp,x"'=0forn=3,4,5,...as k —> o0 @)
also hold. Note that Markov’s example (Markov 1899) satisfies conditions (7). From (6) and (7) it follows that

limY prx"=0,n=2,3,4,... as k —> o, (8)

In addition,

‘ . 2 en-n n
o= 1+ G0 Ol 0T pn ©
1! 2! n!
and if (3) is valid
- 2 en-n n
(pk[eel]=l—%+...+%+... (10)



Taking into account (5), (8) and (10), we have 2
lim @i[exp(0,i)] =1 as k — oo.
At the same time the expression

{f [exp(010)]}" = @1[exp(011)] p2[exp(01i)] ... @ulexp(6:i)]

can have at m = oo a finite limit differing from zero and, as shown by its definition, R," will not vanish as m =
oo; that is, condition (2) of Theorem 1 of my report will not be fulfilled.

Thus, it can fail if (3) and (4) are valid. On the contrary, if equality (4), given condition (3), does not hold,
1.e., if by does not tend to zero as k — oo, then equality (10) will not be valid either, and, instead of it, we will
have the inequality

lim @[exp(01i)] < 1.

k — oo

In this case, condition (3) and, along with it, Theorem 1 of my report and its corollary represented by the
abovementioned Chebyshev theorem must be completely valid. It is this latter conclusion which follows from
condition (2) of my report and which constitutes the essence of those inferences made by Markov (1898) and
formulated by him as a special additional (third) condition of the Chebyshev theorem: the expectation of xi*
does not become infinitely small as k increases infinitely. The same conclusion is contained in Markov (1899),
only it is there expressed in other words and illustrated by the abovementioned example for which conditions
(8) take place. Indeed, the Chebyshev theorem under consideration does not here hold.

Since Chebyshev does not include Markov’s condition, then, obviously, Markov claims it for himself. It
should also be noted that, had Chebyshev himself noticed the insufficiency of the restrictions of his theorem, he
would have probably supplemented his theorem in a more satisfactory manner. I am again led to this
assumption by the abovementioned comparison of Markov’s additional condition with the restrictions of
Theorem 1 of my report. It follows from this comparison, that Markov’s additional condition, being a corollary
of my condition (3), at the same time worsens it in the sense of comprehensiveness. Indeed, this condition does
not include many cases in which the theorem of the Chebyshev memoir is valid. In other words, in its
Markovian form, it can remain unfulfilled: the expectation of xk2 can tend to zero whereas restriction (2) of
Theorem 1 of my report can still be obeyed and its corollary, i.e., the abovementioned theorem from the
Chebyshev memoir, will certainly hold.

In concluding, I consider it appropriate to answer here to the reproaches, made by a critic in connection with
my report, and related to the subject of this article. First, I touch on the reproof that I, having devoted my report
to the memory of Chebyshev, allegedly forgot his memoir (1891). It should be stated that I had not forgotten
the domain with which this memoir has to do, that is, the doctrine of the mean values of observational errors. |
called this doctrine well-known, but I did not list the appropriate memoirs of Laplace, Chebyshev or others
because of the conciseness of my account rather than of forgetfulness. And I had no grounds for separating the
Chebyshev memoir from the other sources also because I am arriving at my conclusions not by his methods,
but by different ones, which in this instance I consider more fruitful. My methods are based on approximately
calculating functions of large numbers by means, which were initially expounded in an imperfect but deeply
conceived form by Laplace, and then developed by Cauchy, Darboux and others. I have touched on these
methods in a work (1885) whose unpublished chapter includes their improved version and represents a most
essential part of my investigations. These methods enjoy an important advantage. Not only do they provide the
limiting expressions of the probabilities treated in the Chebyshev memoir (1891), they also open up special
means for estimating the boundaries of their errors. The power of these methods in the indicated sense is
evident from their particular application to the Bernoulli theorem. I have isolated this point from my
unpublished works and put out an appropriate paper (1899)2.

Finally, it is yet necessary to note also that the abovementioned Chebyshev theorem only pays attention to
the sum of the probabilities which is sufficient for establishing the method of least squares. Such a restriction
does not however satisfy those who bear in mind the entire field of applications of the theory of probability
including statistics. These applications require the knowledge not only of the sum (or the integral), but also of
each summand (or differential). When studying curves, it is important to know not only their lengths, but also



all of their windings characterized by their differential properties; so also, when studying mass phenomena
with which statistics is dealing, it is important to have a notion about the probability of any combination of
these chances random occurrences.

Second, I shall answer the reproof concerning Theorem 2 of my report which is expressed insufficiently
clearly or fully. I find this criticism partly just and explain the shortcomings of the theorem by my striving for
conciseness as well as by the fact that Theorems 1 and 4 were in my opinion the most important ones, whereas
Theorem 2 was formulated in passing. I asked my critic to pay attention mostly to those principal theorems
which I had advanced to the forefront in the appropriate sections of my report. I shall also add that,
undoubtedly, after a complete publication of my works and the ascertaining of all my methods, the
shortcomings in the expression of Theorem 2 will be overcome.

Notes

1. {I believe that the only relevant published works were Nekrasov (1898; 1899).}

2. { As nekrasov explained in the beginning of his paper, here omitted, 6, corresponded to R; = mod{f
[exp(61i11}.}

3. I have, for example, found out the precision of the approximate value of the probability P that, after
tossing a coin 20 000 times, there will be not less than 9800, and not more than 10 200 heads: P = 0.995 330
with an error less than 0.0001 in absolute value. No-one had until now possessed a method of providing such
results, and Chebyshev’s memoir does not furnish them.
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An Answer
A.A. Markov

The lines below represent a brief answer to an interesting note of Nekrasov (1899). My articles (1898; 1899)
contain a rigorous proof of the well-known theorem on the limit of probability. Its demonstration is connected
with ascertaining some properties of the roots of the equation

exp () {d "[exp(—x")]/d x "}=0.

As to Nekrasov’s report (1898), it is an unsubstantiated declaration about new theorems, or about such
propositions which he thought fit to consider new. Not only are there no hints of the properties of these roots,
or of a rigorous proof of the abovementioned theorem on the limit of probability; even its correct formulation is
lacking.

I borrowed the formulation of the theorem not from Nekrasov, but from Chebyshev’s memoir (1891), which
Nekrasov, who had unfoundedly devoted his report to Chebyshev’s memory, did not consider it necessary to
mention. To the conditions explicitly stated by Chebyshev I have added one more, not calling it new because of
Poisson’s example (1824) which I mentioned. Nekrasov has no claim to this condition, and his reasoning, by
whose means he tries to create this claim, is not supported by evidence and mistaken.

Such a reasoning does not deserve a detailed analysis. One example will suffice to prove his mistake and, at
the same time, to ascertain, once and for all, the groundlessness of Nekrasov’s pretensions. Let x; take values 1,
—1, 172" and — 1/2" with probabilities (1 — p)/2, (1 — p)/2, p/2 and p/2, respectively. Here, p does not depend on
k and is less than 1/2. Then, in Nekrasov’s notation,

a=0, bp=1-p +p2*, limb=1-p>0, k—



The inequality reveals that the condition, which I added, is fulfilled. It is not difficult either to see that, in
this case, all the other conditions of the theorem on the limit of probability formulated by Chebyshev are also
obeyed. Turning now to R", we note that in our example this magnitude is equal to the absolute value of the
product

[(1 = p)cosO + pcos(6/2)][(1 — p)cosO +pcos(0/22)]
[(1 = p)cosh + pcos(6/2™)]

and attains one of its maximal values, (1 — 2p), at 6 = 2"'n. Therefore, R{™ > 1 - 2p and cannot tend to
zero as m — oo. In other words, Nekrasov’s condition (2) remains unfulfilled.

So, contrary to his assurances, all the restrictions of the theorem on the limit of probability, both ascertained
by Chebyshev and added by me, can be fulfilled in such cases also in which Nekrasov’s condition (2) does not
hold.
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On Academician Markov’s “Answer”
P.A. Nekrasov

1. I (1898) introduced a special additional condition into Theorems 1 and 4 — 7 on the probabilities of mass
independent phenomena. It did not occur in the writings of my predecessors, and it is connected with the
properties of a special magnitude, R;. Later on, Markov had offered his own additional condition, which, as I
(1899a) showed, followed from my condition as a particular corollary and unnecessarily restricted the theorem
{which one?}.

In his “Answer” (1899b) Markov attributes his additional condition, which he also put forward earlier
(1898), to Poisson. The latter, however, had not derived it in the place indicated by Markov in such a restrictive
form.

2. In the same “Answer” Markov refutes my additional condition. To this end, he offers an “example” which
he considers sufficient “to ascertain, once and for all, the groundlessness of Nekrasov’s pretensions”. However,
his illustration obviously does not achieve its goal. The misunderstanding consists in that Markov
inappropriately defined the magnitude R, which plays an essential role in my additional condition. Indeed, in
my memoir (1898) this magnitude is applied in Theorem 1, and is defined as one of the minimal values of the
modulus R of function f [ee '] which do not coincide with 1. It follows that the maximal values coinciding with 1
are here eliminated. These eliminations ought to take place for very large values of m, and, obviously, also in
the limit, when m = co. Markov, however, in spite of the indicated definition of R, chose it from among the
maximal values of R in such a way that it obeys the inequalities (1 — 2p)""" < R, < 1 and therefore coincides
with 1 when m = oco. His considerations, based on such an inappropriate definition of R, do not deserve any
attention.

3. In his “Answer” Markov reproaches me with unsubstantiating my report. This, however, is of no
consequence since I have stated that the proofs, which I possess, will be offered in the near future. Given such
a statement, it would have been necessary to wait for these demonstrations and then to look into the matter
rather than to engage in hasty fault-finding with respect to a semi-published work which as yet had received so
to say only a detailed title in my memoir (1898).

The Academician is possibly displeased at some delay in the appearance of these proofs. But this is
occurring through no fault of mine, it depends on the fact that the material in my possession is too voluminous.



The business will not suffer from such a delay, it will only benefit from it because the proofs will be deep and
thorough rather than shallow and premature. Their exposition demands an entire treatise at whose composition
I am honestly toiling for many years now. And it is necessary, above all, to revise and reconstruct there the
concepts and methods connected with approximately calculating the integrals of the type

[ fov"@d (1)

and to apply the thus perfected calculus to probability theory.

The first and the most essential half of this treatise will appear in vol. 21 of the Matematichesky Sbornik as
“Calculus ...” (1900). Its offprints are already published and sent to many mathematicians on October 15,
1899. (According to the printing-houses’ custom, they are dated 1900.) The other part which will bear on the
application of this calculus to probability proper, and in particular will include the proof of the results
explicated in the memoir (1898), is to appear later on.

However, having been undeservedly reproached with the lack of substantiation just when I am saying and
doing everything possible to acquaint the scientific community with the demonstrations, I am compelled to say
something right now about them [...]

The “Calculus...” is already sufficient for convincing skeptical readers that the proof of my results (1898) is
quite possible. Indeed, the probability P, is represented there, in §3 (n°7), by an integral of the type (1) so that
the problem is reduced to the methods {?} indicated in the “Calculus...”. In addition, in §11 (n° 37) it is
established that in a certain main case the determination of P, is reduced to calculating a far term of a
Lagrange series, and in n° 38 of the same section the method itself of obtaining approximate expressions of
such terms is ascertained in sufficient detail. Given these indications, those who so desire can easily derive the
proofs of the theorems of my memoir (1898).

To recall, I have already busied myself with the problem of approximately calculating the terms of the
Lagrange series in my article (1885). It follows that I possess these proofs for about 15 years which is
sufficient for penetrating all the appropriate fine points to a depth hardly attainable for Markov since he was
not interested in such investigations to the same extent.

A new magnitude plays an essential part in the methods of calculating integrals of type (1) and of the far
terms of the Lagrange series. In the “Calculus...”, it is denoted by K, and defined according to a rule explicated
in §6 (n° 21). It is important both when estimating the errors of approximate expressions and for deriving the
conditions of their suitability or unsuitability. In (1898), this magnitude, which occurs when calculating the
probability P, by the methods indicated, is denoted by R; . It is included in the expression for the
abovementioned additional condition of Theorems 1 and 4 — 7. The origin and the meaning of this restriction,
with which Markov has such strange relations, and which is the result of a thorough and deep study rather than
of a shallow and hasty conclusion, is thus completely explained. In §6 (n° 21) of the “Calculus...” T also
interpret such special cases of defining K, to which the “example” of the Academician belongs and which are
connected with the new concept of sub-principal points.

In my subsequent writing I shall show that, other conditions being given, my additional restriction is
sufficient and at the same time almost necessary. As follows from the same work, for transforming it into a
sufficient and quite necessary criterion some (insignificant) complication is needed. I had not introduced it in
(1898) for the sake of simplicity.

4. The application of the “Calculus...” also eliminates the unnecessary restrictions in the other conditions of
the theorems on the probabilities of mass random phenomena and thus leads to rigorously proved laws of these
phenomena in the most general form. Such a form of these laws is close to the one briefly formulated in (1898,
Theorems 4 — 7); it will be more fully developed in my subsequent writing. Let us compare this form of the
abovementioned laws with their previous expressions taking account of expectations.

All previous authors including Chebyshev (1891) restricted expectations not in accord with the essence of
the matter, but due to the imperfection of derivation. These restrictions concerned the expectations of the
powers of random variables xi, x2, ..., X, and demanded that the expectations of x;" as
n — oo be finite. However, for the validity of Theorems 4 and 7 (1898), from which all the other propositions
there included follow, the expectations should obey a less significant restriction consisting only in that each
function

or(e ™) =2 pr exp (2 x)



where k = 1, 2, ..., m be holomorphic in the domain of point z = 0. It follows that for large values of n the
expectation of xi" can be very large and even infinite when, in the limit, n = c. Under this condition Theorem 4
and its corollary remain fully valid if only, together with the holomorphy of the functions @(e°), the
abovementioned (§§1 and 3) additional condition persists.

The possibility of eliminating such unnecessary restrictions is implicit, in general, in the peculiar properties
of my methods, which, wherever they might be applied, can always lead to the most precise expressions of the
conditions, i.e., to conditions not only sufficient but at the same time necessary. Thus, in the problem similar to
the calculation of the probability P, and concerning the errors of interpolation formulas, my methods lead to a
new form of the condition of suitability ! which occur to be not only sufficient but also necessary (“Calculus...,
§13).

Having mentioned Chebyshev, to whom report (1898) is dedicated, I shall say that, from among his writings
devoted to expressing the general laws of mass random phenomena, I set infinitely high store by his immortal
memoir (1867) which is a greatest contribution to science. And I consider his memoir (1891) as of minor
importance since it contains that, which was sufficiently rigorously proved much earlier and included in
generally known treatises (Laurent 1873, pp. 144 — 165) 2 Itis interesting only as being one of the successful
applications of Chebyshev’s great inventions to earlier exhausted problems.

Returning to my method of investigating probabilities of mass phenomena based on the “Calculus...”, I shall
add that it is inferior to other methods of the same kind, which provide only sufficient conditions, solely in that
it is based on more involved reasoning. Properly speaking, however, this complexity is not a shortcoming of
the method since more precise conditions, i.e., such as are not only sufficient but also necessary, always
demand more complicated reasoning for their derivation. In this case, the complexity only testifies that my
method is on the summit of knowledge rather than in its lower layers.

5. While reproaching my memoir (1898), Markov, not without success, enjoys its fruit as well as that of its
particular supplement (Nekrasov 1899b). I do not understand the first (i.e., the reproach), but I can only
sympathize with the second if only the man who is enjoying himself does not forget to mention his predecessor
who gave the fruit to him.

Among the most important features of my memoir (1898) I should point out the new forms of the
approximate expression of the probability P, indicated in Theorems 4 and 7. These forms are distinguished by
higher precision as compared with the old (Laplacean) form of P, applied in Theorem 1. And the advantages of
the new form are sufficiently explained there. When applied to the Bernoulli theorem, it turns into the well-
known form derived from the Stirling formula which previous calculators were corrupting by excessively
transforming it into the Laplacean form. I (1898) have indicated benefits of another kind, of the kind more fully
realized in (1899b). There, I had absolutely banished from use the Laplacean form of the approximate
expression of P,, and, to the great advantage of the subject at hand, applied the form corresponding to
Theorems 4 and 5. Later on Markov (1899a) made use of this fruitful idea and successfully combined it with a
helpful, in this case, application of continuous fractions.

6. I must repeat and supplement here my statement made at the end of (1899a) about a necessary correction.
My additional condition (§§1 and 3), whose expression is connected with the magnitude R; (1898, Theorems 1
and 4 — 7), should also be made with respect to Theorem 2 of the same memoir. That I have overlooked (in
Theorem 2) this condition, which runs all through the memoir, is what is called lapsus calami {slip of the pen}.
This mistake can at least be partly explained by my excessive trust in my celebrated predecessors such as
Laplace, Chebysheyv, et al. My lapse is however easily noticeable since it was made not in the main Theorem 1,
but in its corollary, in Theorem 2.

Notes

1. Incidentally, Markov (1889 — 1891) overlooked the well-known conditions of suitability of interpolation
formulas and mechanical squaring.

2. {This statement is strange indeed. And the correct pages in Laurent (1873) are 144 — 145 which in itself
almost refutes Nekrasov who repeatedly underrated Chebyshev’s proof of the central limit theorem. Thus, in a
letter of 30 Oct. 1915 to Andreev (Chirikov & Sheynin 1994, p. 157 of translation), Nekrasov declared that it
was

not a theorem in the strict sense but a postulate correct until finite
magnitudes of probability are discussed, but having numerous exceptions



otherwise.
Elsewhere Nekrasov (1916, p. 54) strangely defined postulate as a rule spoiled by exceptions. }
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Concerning a Simplest Theorem on Probabilities of Sums and Means
P.A. Nekrasov

1. My research (1900 — 1902) contains critical historical remarks which fully ascertain the shortcomings of
the results both of Chebyshev’s memoir (1891) and of the attempts of Academician Markov to supplement its
main theorem and to make its deduction more rigorous. At the same time as my investigation appeared, Prof.
Liapunov published two papers (1900; 1901) where he tried to eliminate some restrictive conditions, whose
uselessness I had previously indicated, of the theorem in the Chebyshev memoir, and to substantiate his
deductions more rigorously.

Regrettably, having applied to this end the Dirichlet discontinuity factor, Liapunov overlooked the well-
known difficulties encountered in applying it in his case ! And he obtained results containing all the main
shortcomings of the conclusions of his predecessors minutely treated in my abovementioned investigation.
Thus, Liapunov utterly overlooks that the Laplacean approximate expression for probability, which he is using,
can hold only in a restricted domain indicated in my memoir (Ibidem, nn° 36 — 37). Then, special cases of the
first kind adjacent to the normal cases 2 are possible if special restrictions are not imposed on the limits of
integration. The application of formulas of the Laplacean type even in the mentioned curtailed domain is not
possible here.

The correctness of these objections is easily confirmed even by elementary considerations. The first one is
substantiated by means of the elementary principle of duality (Ibidem, nn°® 24 — 27) and the second one is
easily justified by simple examples in which the theorem leads to contradictions and I considered such an
illustration (Ibidem, nn° 52 and 55).

2. In his memoirs, Prof. Liapunov attempted, for one thing, to combine the most general expression of the
theorem on the probability of sums with an elementary expression of the conditions of this theorem. But it
might be said that, in general, all such attempts are doomed to prove unsuccessful. The point is that an
elementary expression of these conditions cannot be combined with a too wide generality of the problem to
which the authors wish to apply the theorem. This incompatibility is clearly perceived in the expressions for
the conditions of the normal case given in my memoir (Ibidem). In general, these conditions are extremely
involved, and, in order to master them in full, we had to give them several expressions, calling them primary,
secondary, tertiary, etc. indications. This breakdown of the expressions for the conditions of the normal case is
similar to that which occurs in the theory of convergence of series with positive terms. However, it is even
more complicated because the conditions of the problems on the probability of sums are much more general.

It should be said that Chebyshev (1891), who had considered only the case in which the variables and their
probabilities varied continuously, was less deviating from the truth than Markov, who eliminated this
restriction, or Liapunov, who went even further in such a generalization of the conditions which is
irreconcilable with their elementary expression.



3. When desiring to obtain a theorem on the probabilities of sums and mean values so that its conditions are
without fail expressed in an elementary way, we must restrict our data in some expedient manner. Let us try
now to fulfil this work by means of our methods of research and to obtain thus the theorem of the Chebyshev
memoir in a corrected form. This form, with its conditions expressed in an elementary way, will be of great
interest since it is still wide enough to meet most practical demands.

In keeping with the notation of my memoir (1900 — 1902), let

€1,€2, ..., Ep (1)

be m real variables whose values are determined by random independent events peculiar to m independent
processes of observation respectively. Suppose that these variables are reducible; that is, represented as

si:y,-+hx,-, i=1,2,....,m,

where x; are variable integers and h and v; are constants with 4 being chosen in such a way that the greatest
common divisor of all the possible values of the sum

X1+XxX2+ ... +X,

is unity.We shall denote the probabilities p; of the variables (1) ? in another way as

pi(eDh, pa(eh, ..., pu(En)h. 2)

Suppose now that
Ouu) = > pulehu™ ™" 3)

where k is some number from among 1, 2, .., m and the sum is extended over all possible values of g. Let us
also say that the variation of the probability pi(er)h, considered as a function of its argument g, is regular if the
values of g constitute an arithmetic progression with common difference /4, and if, in addition, for any values
of g lesser than its maximal value the ratio pi(ex+ h) to pi(€x) remains constant and does not vanish or become
very small. Otherwise, we shall call the variations of this probability irregular.

The case in which the probabilities of all the variables (1) vary regularly is remarkable as being important in
the practical sense. When dealing with the probabilities of sums and mean values, we very often encounter
exactly this case. Incidentally, it will take place if all the variables (1) are continuous and, at the same time, all
the functions pi(g;) are finite and continuous, i.e., if the variations of the probabilities of all these variables be
regular.

If these variations are regular, then, at no integral value of pu > 1, the expressions of the type

Ok(z:") — 0x(2") 3

can not be, all together, very small. Here, t is any number from among 1, 2, ..., u — 1; Ox(«) is defined by
equality (3), w = 1/h, z is an arbitrary number having modulus 1, and

2t il
Ze=ze "M,

It follows then that, if the probabilities of all the variables vary regularly, the special case of the first kind
cannot occur. The case can be normal, or paradoxical, or special, but of the second kind. This elimination of
the special cases of the first kind much simplifies the expressions of the appropriate theorems, which,
generally, become complicated most of all because of these cases.

If desirable, we can still widen the concept of regular variations of the probabilities pi(er)h and call them
regular if there does not exist any integral number u (u > 1) such that all the expressions of the type (3')
become zeros or very small. If the probabilities of all the variables (1) vary regularly in this more general
sense, then under these conditions the special case of the first kind cannot take place either, so that the
expressions of the appropriate theorems can be simplified.



Below, we shall suppose that the variations of the probabilities of all the €;’s are regular both for finite values
of m and for its infinite increase. Denoting *

Eei = ap, Bl = ap,
g=1/m) [(ar2—an®) + (ax — an’) + ... + (@ — i) (4)

we shall supplement the properties of g and 2 which have an important role in my memoir (1900 — 1902) by
one remark. It is connected with transforming the variables (1) by means of equations

g'=ve, &' =vey, ..., &) =VE,, ®))
where v is constant. The new variables

&' (6)
are represented as

& =vn+h'x, k=1,2,...,m,

R =vh (7)
and they are therefore reducible. Now, the expectations of g;" and (sk’)2 will be

'y = vag, a' =V ag
and

g'=(1/m) [(@'12—a'®) + (@n—as>) + ... + @y — a@'mid)],
g'=vyg (8)

where g is defined by equality (4).

Thus, the transformation of the variables by means of equalities (5) leads to the replacement of g and & by g’
and 4’ defined by equations (8) and (7) respectively and by an arbitrary magnitude v. But then, having at our
disposal this magnitude, we may demand that g’ takes some positive value assigned beforehand. We shall call
the variables ¢;" normal if this value is finite and does not tend to zero. If g’ is given beforehand, we have from
equality (8) v =4/g’/ g . At the same time equality (7) will become h' = h./g’/ g .

Transformation (5) allows us to avoid some more difficulties. When formulating theorems on the
probabilities of sums, the case in which the variables (1) are not normal presents difficulties. However, these
are easily eliminated since the indicated transformation of the variables allows us, without losing generality of
the solution of problems, to consider only normal variables (1) and to eliminate the need to deal with the case
in which g is either very large or very small. In Nekrasov (1900 — 1902, nn® 4 and 7) this case is considered as
a paradoxical and sometimes as an instance bordering on the paradoxical.

Thus, without loss of generality we may suppose that the variables (1) are normal so that g does not tend
either to zero or infinity. The most important corollary of this supposition and of the abovementioned
assumptions on the variations of the probabilities of the variables (1) is that the magnitudes R; and w(r)
(Ibidem, n° 13) cannot be equivalent; their ratio cannot tend to 1 as m —oo,

Under these circumstances, the success of the further deductions depends only on the fulfillment of the
restrictive conditions indicated in nn° 4 and 7 of the same memoir. Let them also be fulfilled. This happens if,
for example, h does not exceed some finite boundary and, moreover, if the functions

01(), 62(u), ..., Om(ue) ©)

determined by equations of the type (3) have no singular points excepting u=0and u=oo.

At the same time, if A pertains to the first kind, then we may apply Theorem 2 (Nekrasov 1900 — 1902, n°
13). If, however, it belongs to the second kind, or is too small, then we may make use of the methods of nn° 48
and 49. After that, we may follow the appropriate indications of nn° 19, 20, 46 and 36 where the conclusions



are formulated as theorems whose conditions are expressed in an elementary way. As a result of applying this,
we obtain theorems whose conditions are formulated in an elementary way For example, we may state this
proposition:

Theorem. Let random variables (1) with either a finite or an infinitely increasing m be reducible, and,
moreover, normal. Suppose also that the variations of the probabilities (2) are regular and that the functions
(9) have no singular points excepting u = 0 and u = . Suppose then that h does not exceed a finite boundary
and that z; and z; satisfy the inequalities

— \/g < Zl@ ZZ\/E < \/g (10)
m’ - \/E \/Z _mv’

v>1/3. (11)

<

If z1~/2mg and z5+)2mg are such values of the sum
(&1—an) +(&2—ax) + ... + (& — am)

that (20— z21)/2mg exceeds h and is not less than a given small magnitude of a finite order with respect to 1/m,
then the probability P of the inequalities 3

714/2mg <(e1—ai) +(&2—ax) + ... + (€ — am1) <22 4/2mg (12)

being satisfied is equivalent to

(1) | exp (- Pz (13
that is,

(1/P\/n)]3 exp (— z)dz — 1 as m — .

If the variables (1) are here continuous, this theorem will turn into the main proposition of Chebyshev’s
memoir (1891), modified, however, in such a manner that all its inaccuracies indicated by me (1898) are
completely eliminated.

The condition of the theorem above that demands that the variations of the probabilities of all the variables
(1) be regular, protects us against those mistakes made by Markov and Liapunov which result from ignoring
the special cases of the first kind.

We have first indicated the conditions of our theorem presented by inequalities (10) and (11) in our report
(1898). They also prevent us from mistakes of another kind. Chebyshev, Markov, Liapunov and other authors
overlooked these conditions that play an essential role when applying formulas of the Laplacean type for
calculating probabilities of sums (Nekrasov 1900 — 1902, nn° 36 and 37).

When calculating the approximate expression for the probability P of inequalities (12) without introducing
conditions (10) and (11) it is necessary, in general, to apply new formulas rather than those of the Laplacean
type. Thus, bearing in mind the remarks (Ibidem, n° 33) and denoting

Q) =) pic(er) hu® , F(u) = 9i(u) oa(u) ... ou(w),

€k

it is easy to satisfy ourselves that the probability P of the inequalities (12) being obeyed is equivalent to
&
(INm) | exp (-2 dz
S

where



& = i\/lg[%al [F(u)], &= i\/lg[”‘za2 1F(u,)],

Ei(ur—1)>0, &E(up—1)>0.

Then,

o :ZIM +ai+an+ ...+ am, QZ:ZQM +ai+an+...+am
and u; and u, are the positive roots u of the equations

oo = ugw) | uolw) | g, W)
o) @ (u) @, (1)

repectively.

It is also necessary, however, that either 1 is located between the roots u;
and u, or situated very close to one of them, and that under the change from
0 to oy the sum

n=g +&+...+¢&, (1)

does not go beyond the domain (n) indicated by me (1900 — 1902, nn° 4 and 7). These conditions, that replace
(10) and (11), are much wider than the latter ones and exclude only such domains of the variation of the sum (i)
which are located partly close to either its minimal or maximal value.

4. The essence of the inaccuracies of the Chebyshev’s memoir (1891) and of the related investigations of
Markov and Liapunov should also be further explained. The additional elucidation will make it clearer why
these inaccuracies have escaped their attention. The conclusions of the abovementioned authors determine,
under certain conditions, the limit of the probability P of inequalities (12). According to their opinion, this limit
is always an integral of the type (13). But how should we understand here the term /imit? In my investigations,
and in the theorem above, I connect this notion with the concept of equivalence of the probability P and the
magnitude L to which P tends: P and its limit L should be equivalent; that is, the ratio L/P should tend to 1. The
same understanding of the term limit permeates also the entire analysis of infinitesimals, i.e., the differential
and the integral calculuses. Only this understanding of the word /limit I consider fruitful and quite deserving a
rigorous scientific investigation.

However, the conclusions of the abovementioned authors very often differ from this understanding. For
them to become formally correct, another, more crude concept of limit is needed, a concept that is satisfied by
keeping to one single demand that the difference (P — L) tends to zero. Here, P and L can be non-equivalent in
the above sense if they themselves tend to zero. Assuming such a crude understanding of limit, any magnitude
of the type x " with n > 0 can, for example, be considered the limit of sin x as the absolute value of the arc x
tends to zero.

It should be said that the conclusions of the abovementioned authors never differ from such a concept of
limit. However, many extremely important problems do not reconcile themselves to such crude notions or to
calculations based on them. Take for example the practical problem about the insolvency of a bank having a
given money fund A and obliged to pay out random sums €, €, ..., &,. If this bank is reliable, the probability
of its insolvency, 1.e., of the inequality A < € + & + ..., &y, 1s very low. To know this probability at least
approximately is extremely interesting. Our conclusions, and especially those which are connected with the
new formulas, provide a means to determine very precisely the magnitude L equivalent to P. At the same time,
under the same conditions, the conclusions of the abovementioned authors very often provide expressions non-
equivalent to this very low probability P since the conditions (10) and (11) are violated. These expressions
cannot be considered practically valuable; sometimes they can even mislead.

The authors could have avoided such delusions by issuing from our more rigorous notion of limit and more
carefully applying the means of calculation at their disposal. Thus, it was possible, taking adequate precautions,
to make use also of the Dirichlet discontinuity factor. (I, however, would have preferred other such factors with
finite limits of integration.) It would have then been necessary to check not only that the difference (P — L) is
small and tends to zero, but also that the order of this small magnitude is higher than the order of L. In cases in
which P is very low the authors very often violate this latter demand. Had they, however, preferred to avoid this



violation, they should have followed our advice (1900 — 1902, n° 60) according to which not only the main
point of the basic path of integration should be considered, but all the principal, and sometimes even the sub-
principal points. We shall devote a special investigation to such more careful applications of discontinuity
factors to the doctrine of probabilities of sums and mean values.

12 (25) March 1901

Notes

1. These hindrances are partly ascertained in Markov’s treatise (1900), but the main difficulty is indicated in
my historical remarks (1900 — 1902). {Nekrasov (Ibidem, 1901, p. 110) specified his reference to Markov by
indicating the page numbers (1900, pp. 80 — 88).}

2. {At the time, the term normal law or normal distribution was not yet generally used so that Nekrasov
(either here or below) should not be blamed for introducing confusion. }

3. { Probability of variable: unfortunate expression. }

4. {Notation of the type EX is my own.}
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An Answer to P.A. Nekrasov
A.M. Liapunov
Foreword by Translator
In 1901 Nekrasov wrote a letter to Liapunov which contained the following  lines (Tsykalo 1988, p. 84):

According to my profound conviction, your theorems, as well as
Chebyshev’s propositions, contain errors. [...] And if, in addition,
you generalize these theorems in the same direction, the errors will
intensify. [...] Why are you in such a hurry to publish papers on
problems which are very new for you, and in which so many subtle
complications, escaping notice at first sight, present themselves?

Two weeks later, in a letter to Steklov (Nauchnoe 1991, p. 25) Liapunov mentioned Nekrasov’s impudence.
Similar strong words are in Liapunov’s letter of 29 March of the same year to the mathematician Konstantin
Alekseevich Andreev, 1848 - 1921 (Sheynin 1989, p. 307). And in a letter of 21 April Liapunov thanks
Andreev for advising him to extend the initial manuscript of his Answer. The last section (§9) of this
contribution seems to be very interesting; apparently, no-one paid due attention to it.

kook ok

1. Nekrasov’s just appeared article (1901) includes a number of attacks on my papers (1900; 1901). He
declares that these contain mistakes and that my findings are corrupted by all the main shortcomings of the
results of my predecessors (that is, of Chebyshev and Markov, whose contributions also come under
Nekrasov’s assault). Nekrasov allegedly ascertained these imperfections in full in his recently published work
(1900 - 1902) *.

Nekrasov, however, only corroborates his statement by very indefinite general reasoning from which nothing
can be concluded, and cites his own work just mentioned above. In spite of his opinion, he did not reveal there
any deficiencies in Chebyshev’s or Markov’s works. If the reference to his work aimed at indicating a
discrepancy between my conclusions and his, then it was absolutely superfluous. I do not at all deny the
disagreement, which, however, can hardly be considered as a proof of the incorrectness of my conclusions. It



would have been better for Nekrasov, instead of providing general reasoning and referring to his memoir (1900
—1902), to indicate definitely where exactly in my conclusions occur those mistakes which he mentions, or at
least to confirm his declarations by some examples.

Nekrasov (1900, §3) recently saw himself fit, concerning Markov’s objections, to instruct him how to treat
the works of others. An author should not engage in hasty fault-finding with respect to a semi-published
contribution, but wait for these proofs, and then to look into the matter. 1 fully recognize the validity of the
latter demand, but I ought to say, however, about the former, that it is often possible, even without waiting for
the proof, to become convinced in the incorrectness of the published finding; for this, one successfully chosen
example is sometimes sufficient. But, in any case, before criticizing, it is necessary to understand the paper in
question, and, therefore, first of all, to get to know its contents. However, for Nekrasov this second demand is
apparently not compulsory. He believes in his own infallibility to such a degree, that, for pronouncing some
result incorrect, it is sufficient for him to verify that it does not agree with his own finding. This, at least, is
what all his objections compel me to think.

In this case Nekrasov dealt not with a semi-published work 2 since my first paper contained all the proofs.
Had he wished, he could have therefore familiarized himself with the entire course of my thoughts. Indeed,
after accomplishing the involved reasoning (Nekrasov 1900, §4), to which his own investigations were
devoted, it would have certainly be extremely simple for him to understand my not at all complicated analysis
based on absolutely elementary principles. However, there is nothing in Nekrasov’s objections that would have
indicated even his feeblest attempt at some such effort. We ought to believe therefore that he is not acquainted
with the contents of the mentioned paper, and a detailed study of his objections confirms in the best way
possible the truth of this conclusion. Let us now consider these objections.

2. First of all, Nekrasov (1901, §1) states that I, in making use of the Dirichlet discontinuity factor for my
deductions, overlooked the well-known difficulties, encountered in applying it in his case. Then, instead of
indicating where exactly had I committed such a blunder, he refers to Markov’s treatise (1900), where, as he
says, the hindrances were partly ascertained, and to his own contribution (1900 — 1902) where the main
difficulty was allegedly indicated.

I ought to note, however, that I am much better acquainted with Markov’s book than Nekrasov supposes,
and I do not find there anything contradicting my findings. As to Nekrasov (1900 - 1902, 1901, p. 110), he only
mentions, with respect to the Dirichlet factor, a harmful lengthening of the path of integration, but he does not
offer anything that would have really ascertained the difficulties. Finally, the objection itself is by no means
true. Indeed,

1) Far from overlooking the well-known difficulties, I had initially carried out the investigation itself only to
eliminate them, and I said so in my Introduction.

2) I showed the real essence of these difficulties just after formulating the theorem to be proved.

3) I indicated a method enabling to remove them in the most general case.

4) 1 applied such a particular instance of this method which makes the use of the discontinuity factor
absolutely superfluous.

Had Nekrasov taken the trouble to familiarize himself with my paper, he would have noticed all this without
fail. Then, probably, he would have abandoned his objection having seen that, in actual fact, I do not at all
apply the discontinuity factor in any form (although I could have done so had I found it necessary). The
method, based on applying this factor, had indeed served as a point of departure for my investigations, but I
have remade it in such a way that the factor itself plays no part in my analysis.

3. I pass onto Nekrasov’s second objection by which he explains his statement that I had come to
conclusions containing all the shortcomings of my predecessors, and which he separates in two parts. His
objection is very remarkable both by being indefinite and absolutely incompatible with the subject-matter of
my paper; and by assuming that I mastered the terminology and classification introduced by him, and got to
know his work (1900 — 1902), which, as he himself says, had appeared at the same time as my papers did. I
quote him therefore word for word {see p. 23 of this book }:

Thus, Liapunov utterly overlooks that |...]. Such an illustration is
considered Ibidem, nn® 52 and 55.

First of all, what approximate Laplacean expression is meant here? If Nekrasov bears in mind the expression
for the elementary probability, — i.e., for the probability that a sum of variables has a given value or is located



inside infinitely narrow boundaries, the possibility of which is apparently pointed out in the reference provided,
— then I say that I do not at all consider it, since, by the very nature of my method, I do not need it. If, however,
Nekrasov has in mind the expression of probability in the form of the well-known integral, the possibility of
which is apparently implied by the indication of the limits of integration, then I say that I do not at all make use
of this expression for any purpose as an approximation, but only prove that it is the limit of the probability
under some given and precisely stated conditions.

Then, what theorem does Nekrasov speak about? I do not at all doubt that his example can reveal the
invalidity of some proposition. However, this can by no means relate to my theorem not only because the
example treats elementary probability, which I do not consider; but also since Nekrasov’s illustration, by its
very essence, cannot have regard to propositions similar to mine which determines the limit of probability
when the number of the variables increases infinitely. Indeed, to speak about this limit, it is necessary to
consider an unbounded number of variables, which is exactly what I have done in my papers. In Nekrasov’s
example, however, only m variables are treated, and the conditions which determine their possible values and
their probabilities are such that m cannot be changed without changing the problem itself. Thus, for any given
problem, m will be quite definite whereas the conditions for defining the other variables are not stated in the
example although this is necessary for judging whether or not the restrictions of my theorem are fulfilled.

Finally, what special cases is Nekrasov speaking about? In my investigation, there were no cases that would
have been called special in any sense. If, however, such instances had appeared in Nekrasov’s study owing to
the method he used, what relation can this fact have to my work based on absolutely different principles? Thus,
both objections put forward by Nekrasov are nothing but the result of those misunderstandings with which he
for no reason reproaches Markov.

4. I pass onto the next objection which is of an absolutely general nature. Nekrasov {see p. 23 of this
book }says that I

attempted |...] to combine the most general expression of the theorem [...]
with an elementary expression of the conditions [...] all {such} attempts
[...] are doomed to prove unsuccessful.

I ought to say, first of all, that if Nekrasov understands an elementary expression of the conditions of a
theorem as such that fully ascertains the proposition given its formulation, then elementary nature is necessary
for expressing any theorem. As to the conditions of my proposition, they are so simple that even with the best
will in the world it would be difficult to express them in a non-elementary way. Then, I must say that I have
attached to my theorem only such a degree of generality as corresponds to my analysis. And anyone desiring to
acquaint himself with the subject-matter of my papers can see whether my attempt was altogether doomed to
failure or not. Nekrasov then explains his objection in the following way {see p. 24 of this book }:

[...] Chebyshev [...] is less deviating from the truth than Markov |...] or
Liapunov who went even further in such a generalization of the conditions
that is irreconcilable with their elementary expression.

I will say that Chebyshev, when expounding his theorem, did indeed bear in mind continuous variables, but
that it does not follow that he presupposed the condition of continuality about which Nekrasov speaks.
Chebyshev himself did not put forth such a condition since it was absolutely superfluous. However, for proving
his theorem, he needed some analytical expression for the probability, and he chose the expression in the form
of an integral since this is usually considered in problems about observational errors, and Chebyshev mainly
thought about applications exactly to these problems. As to the theorem itself, it goes without saying that it
does not depend on the assumption which Nekrasov wishes to attribute to Chebyshev: the proposition is valid
not only for the case of continuous variables, but for any other instances as well to which it is possible to go
over in the limit. It is thus possible to pass onto cases of discrete variables in which the probabilities are
represented by sums, and also to the most general instance in which they are not represented either by sums or
integrals and might only be considered as the limits of these analytical expressions.

Thus, Nekrasov without any cause at all thinks that I went further than Chebyshev in generalizing the
conditions about the possible values of the variables and their probabilities. It was impossible to go further in
this direction than Chebyshev did. I indeed went somewhat further, but my direction was absolutely different,
namely the generalization of the conditions relating to the expectations.



I must dwell now on this condition since Nekrasov sees fit to make an absolutely untrue declaration with
respect to it.

5. First, however, I ought to say that Nekrasov absolutely wrongly understands the condition formulated by
Chebyshev in his theorem. Indeed, he (Nekrasov 1900 — 1902, p. 106) criticizes very superficially Chebyshev’s
memoir (1891) stating that

The restrictive condition of the Chebyshev theorem under our
consideration that demands that the expectations of all the powers of
(e1—an), (&2—an), ..., (&, —am) do not exceed in absolute value some
finite boundary, is not necessary for very large powers tending to infinity.
There exist many cases having scientific interest and not obeying the
indicated condition of the Chebyshev theorem, but fully satisfying those of
Theorems 2 or 4 (nn° 13 and 44). This restrictive condition therefore |...]
leads to a superfluous constriction of the domain where the theorem’s
conclusion remains valid.

Nekrasov thus thinks that, in Chebyshev’s condition, which can be expressed, in his notation, by the
. ... 3
inequality

ElSl‘ —-a i1|l <L,

where L does not depend on /. This, however, is not true: L must not depend on i which can increase
unboundedly; as to /, L can depend on it and, as [ — o, it itself can increase unboundedly. That Chebyshev’s
condition should be interpreted exactly in this manner is clear to anyone who is familiar with his proof.
Nekrasov, however, misunderstands this, which can only be explained by the fact that he did not go to the heart
of the matter and only based his conclusions on the expression of the Chebyshev theorem as given by its
author. This expression is somewhat concise which could have indeed caused such a misunderstanding,
especially in a person only slightly acquainted with some turns of speech that Chebyshev used on occasion 4,

I also indicate that Nekrasov (1900 — 1902, 1901, p. 105) formulates the Chebyshev theorem wrongly.
Keeping to Chebyshev’s own wording, and making use of Nekrasov’s notation, its condition should have been
expressed as follows: If the expectations of all the powers of the magnitudes (e, — a 11), (€2 — a21), (€3 —asy), ...
have absolute values smaller ... whereas Nekrasov mentions magnitudes (g1 — a 11), (&2 — @ 21), .., (Em — @ 1)
already here revealing his misunderstanding of the Chebyshev condition.

Nekrasov thus arbitrarily narrows this condition and, understanding it wrongly, considers it less general than
his own which he introduces with respect to the expectations. This latter consists in that the expectations of the
powers should be coefficients of the expansions of some holomorphic functions. Obviously including
restrictions absent in the Chebyshev condition (if understood correctly), it cannot at all be called more general.

6. I have digressed partly to refute the false interpretation of the Chebyshev theorem disseminated by
Nekrasov. Partly, however, this was necessary so as to ascertain the meaning of the abovementioned
Nekrasov’s declaration which he utters about the condition expressed in my theorem. On the very first page of
his memoir (1901) he indicates that I attempted to remove some restrictive conditions of the Chebyshev
theorem and declares that he had previously pointed out their superfluity.

It should be asked, where and when had he done it. And how could have Nekrasov done it, since he,
according to the very nature of his condition, should have assumed the existence of the expectations of all the
powers, whereas, in my condition, their existence for powers exceeding some boundary is absolutely
unnecessary. In addition, I am pointing out that in my condition everything depends on the properties of a
certain ratio that plays no part in the conditions of Nekrasov’s theorems.

7. As indicated above, Nekrasov accuses me, among other things, of attempting to combine generality and
elementary nature, which, in his opinion, is impossible in the problem under consideration. He continues {see
p- 24 of this book }:

When desiring to obtain a theorem on the probabilities [...] so that its
conditions are [...] expressed in an elementary way, we must restrict our



data in some | ...] manner.

Nekrasov then shows the results to which his methods of investigation lead here. And, having first devoted
more than five pages to introducing terminology, without which it would have been impossible to express the
expedient restrictions, he formulates a theorem, which, in his words, is very interesting and which he calls the
Chebyshev theorem in a corrected form.

It should be said, however, that the Nekrasov theorem has pretty little in common with the Chebyshev
proposition. As to the expedient restrictions, they prove to be so complicated that, owing to them, the theorem
can be very interesting only in Nekrasov’s own eyes. In return, however, as he states, all the inaccuracies of the
uncorrected Chebyshev theorem are completely eliminated and the expedient restrictions protect us against
those mistakes, made by Markov and Liapunov, which result from ignoring the special cases of the first kind
{see p. 27 in this book}.

What, however, is the essence of these mistakes? Nekrasov invariably passes this over in silence so that the
question is left open. He only sees fit to offer some indications about the source of these mistakes and, in the
last pages of his article, he makes interesting appropriate remarks about the notion of limit.

8. It turns out that Chebyshev, Markov and I have wrongly understood the word [limit and that all our
mistakes and inaccuracies were due only to this cause. Having formulated his idea about limit (see below), he
{p. 28 of this book }says:

[...] {their} conclusions very often differ from this understanding. For
them to become formally correct, another, more crude concept of limit is
needed {which would demand} that the difference (P — L) tends to zero.

Had Nekrasov stopped here, and discarded the word formally whose meaning remains unclear, it would have
certainly been impossible not to admit that his declaration is well-founded since the abovementioned authors
indeed used that concept of limit which Nekrasov is pleased to call crude. Then, however, he adds that

Here, P and L can be non-equivalent in the above sense if they themselves
tend to zero. Assuming such a crude understanding of limit, any magnitude
of the type x" with n > 0 can [...] be considered the limit of sin x as the
absolute value of arc x tends to zero.

It is therefore necessary to turn Nekrasov’s attention to the fact that the abovementioned authors understand
limit as some constant magnitude, and thus disagreeing in opinion with him, do not consider any magnitude of
the type x" as the limit of sin x.

After accusing the authors of a crude understanding of the word limit, Nekrasov says {see Ibidem} that the
conclusions of the abovementioned authors never differ from such a concept of limit. But then, what is the
essence of their mistakes? If the errors consist only in making use of a crude, according to Nekrasov’s opinion,
concept of limit, then why all the reasoning on the domain of application of the Laplacean formula and on the
special cases of the first kind adjacent to the normal cases {Ibidem, p. 25}?

Discarding the crude concept of limit, Nekrasov makes use of his own notion which he considers more
precise and which, as he suggests, other authors should also master so as to avoid delusions. In accord with this
new concept {Ibidem, p. 25}, P and its limit L should be equivalent, that is, the ratio L/P should tend to 1.
Nekrasov adds to this definition that The same understanding of the term limit permeates also the entire
analysis of infinitesimals and that only this understanding of the word limit I consider {he considers} fruitful
and quite deserving a rigorous scientific investigation. Let the reader judge for himself to what extent is all this
justified.

9. It is thus clear that Nekrasov confuses two absolutely different notions one with another, those of limit
and of asymptotic expression of a function. The authors whom he criticizes invariably speak about the limit
and do not engage in determining the asymptotic expression of probability when this tends to zero. And it is
therefore strange in the highest measure to accuse them of failing to offer such expressions in their
investigations.

I ought to indicate, however, that under certain conditions an asymptotic expression for the probability can
also be easily derived when issuing from what I am proving in my first paper. Indeed, if a;, o, as, ... and aj,



ay, as,... are the expectations of the variables x;, x5, x3, ... and of their squares, then, under the condition
indicated in my theorem, an inequality of the type

P—(INm) [ exp(-2) del < © (1)
for the probability
P(z; < (x,—o)+(x,—ao,)+..+(x,—) <)

V2(a, - ) +(ay — ) + ...+ (a, — )]
1s derived each time when
2—271 2 O. (2)

Here, Q2 and ® are some positive constants independent from z; and z, and tending to zero as n — co.

I assume in my paper that z; and z, are given numbers; it follows that I consider them independent from n.
Given this condition, inequality (2) will always hold for sufficiently large values of n with any z; and z, > z;.
Therefore, on the strength of (1),

lim P = (1/\n) j exp(— z°) dz, n — oo. (3)

<1

But let us now assume that z; and z, depend on n. Then, as n — oo, the probability P will possibly have no
limit: all will depend on whether the integral in (3) tends to some limit or not. However, in both cases this
integral under certain conditions can represent the asymptotic expression of P as n — . Here is one
such condition.

It is not difficult to see that, from the inequality (1) which takes place under condition (2), the following
formula can be deduced:

P — (1/\/7[)]2 exp(— zz) dzl < ((o/\/n) + Q.

It takes place for any z; and 7z, > z;. And, according to this inequality, each time that the ratio of its right side
(wNm) + Q 4)

to the integral in (3) tends to zero as n — oo, this integral represents an asymptotic expression of P. In my
papers I also indicate the order of the magnitude (4). For example, if the conditions of the Chebyshev theorem
are fulfilled together with Markov’s additional restriction, this order is not lower than that of (In n)/\/n. In this
case formula (3) offers an asymptotic expression of P each time when

(Nn/in ) [ exp(- ) dz
increases unboundedly when n does. I shall not however dwell anymore on this subject since the derivation of
asymptotic expressions of the probability when it tends to zero did not enter into my aim.

... I am now concluding my Answer. My account shows that all of Nekrasov’s objections are based on
various misunderstandings. Then, some of them are not more than unsubstantiated declarations, which, on
closer examination, always remain unfounded whereas the other ones either do not at all relate to the subject-
matter of the criticized papers or are distinguished by extreme vagueness.



Such objections would not have deserved an answer had they not been formulated by a former professor,
and, in addition, by a person who worked much in the field under consideration and is reputed an expert there.
Only this fact prompted me to compile this Answer. But I have however expressed everything that was needed,
and if Nekrasov will see fit to put forward objections of the same kind, I shall consider myself free from
answering them.

Notes

1. {In the sequel, Liapunov remarked that both his papers and Nekrasov’s memoir (1900 — 1902) had
appeared at about the same time which meant that the dates of publication (or the date of publication of the last
part of Nekrasov’s contribution) were not (was not) given accurately enough. }

2. {This is an indirect reference to Nekrasov’s report (1898) which had not contained any proofs of its
theorems. Unlike Markov, who rejected the report out of hand, Liapunov (1901, p. 126n) politely referred to it:

Dans une autre direction, la question considérée était aussi l’objet des
études de M. Nekrasoff, qui n’a pas encore publié ses recherches, mais qui
a déja fait connaitre les résultats auxquels il est arrivé. Les conditions o
s’est placé M. Nekrasoff sont d’une tout autre nature que celles qu’on
trouvera énoncées dans cette Note.

Seneta (1984, p. 39) quoted (in an English translation) a similar passage from Liapunov (1900).}

3. {Notation of the type EX is my own. }

4. The use of the singular form instead of the plural in certain cases. Thus, in the paper criticized by
Nekrasov (Chebyshev 1891), such use occurs twice in the expression of the theorem (the expectations |...]
have an absolute value smaller than some finite boundary) and several times more [...]. { Commentators
invariably noted the inaccuracy that ensued from this habit. As it seems, however, Liapunov’s explanation has
been utterly forgotten, see for example Gnedenko & Sheynin (1992, p. 261).}
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On the Principles of the Law of Large Numbers, of the Method of Least Squares and Statistics. An
Answer to A.A. Markov

P.A. Nekrasov

[1]The circumstances indicated below compel me to return to defending my writings on the doctrine of
means; that is, on the principles of the law of large numbers, of the method of least squares and statistics.
Markov (1910) published a note touching on these works of mine which have mostly appeared in the
Matematichesky Sbornik and which 1 (1909) had quoted. In the same contribution (pp. 571 and 583) I had to
quote Markov’s adjoining articles that indeed gave the Academician an occasion to state that he did not, and
cannot confirm any of his {Nekrasov’s} discoveries, if only a contrary meaning is not attached to words. In




corroborating this declaration, Markov referred to his papers and those of Liapunov. Judging by this statement,
he did not corroborate, but, on the contrary, refuted the conclusions of my works. His words appeared in a
periodical of the Academy of Sciences and they cannot be left standing without answering them in essence.

I (1909, p. 571) quote my memoir (1899b). There, for the first time, most precise methods of estimating the
errors of the expressions mentioned are given. In the same place I explain that the plan of this estimation, based
on the Euler formula and on the Lagrange series, is also applicable to the expressions of the Poisson law of
large numbers; to those of Laplace and Chebyshev generally made use of in the method of least squares; and to
those new expressions offered in my earlier work (1898).

[2] Markov (1899b) modified my plan of estimating the error of the approximate expression of the
probability P considered in the Bernoulli theorem. Instead of applying the Euler formula and the Lagrange
series, he makes use of the hypergeometric series and continuous fractions. With respect to calculations, these
changes provided results of equal precision with mine; that is, they confirmed my results rather than refuted
them. In a particular numerical example (rather than in my plan, or in the general formulation) I made purely
calculational mistakes (thus, I overlooked the factor necessary for passing on from the Brigg’s to the natural
logarithm) which indeed became Markov’s basis for condemning me. These mistakes are, however, not at all
deadly. An ordinary specialist, checking the calculations made in accord with pre-set formulas, would be able
to detect them, and it is wrong to reject my plan, my method and my efforts because of such errors.

I ought to defend this general plan also because it is yet irreplaceable in cases of generalizations; Markov’s
method based on hypergeometric series cannot be extended even onto the Poisson theorem, less so onto other
propositions which were treated by Cauchy, Bienaymé, Chebyshev and others and which are discussed in my
investigations.

I (1898) had touched these extensions and intensifications; Markov adjoined my memoir and I (1909, p. 583)
was compelled to mention this. My memoir (1898) and its further developments provided a new construction
of the basis for the mathematical statistical method that characterizes in rigorous terms and inequalities a
restricted sphere of applying the well-known expression

(INm) exp (- &) d & (A)
corresponding to a symmetric curve of probability with equation

y= (1/\/71) exp (— éz).

Instead of this formula it is sometimes (and even very often) more appropriate to take another, asymmetric
differential, and a more precise formula. Even for the Bernoulli theorem (apart from the case in which the
observed contrary phenomena E and F are equally probable) an asymptotic formula provides more precise
results than does the symmetric formula. Mathematicians had not exhausted the problem about the
abovementioned sphere of the applicability of the formula (A).

[3] Scientists know about the debate between Cauchy and Bienaymé on interpolation and the method of least
squares (Sleshinsky 1892) from which the subsequent works of mathematicians and statisticians have issued.
As Chebyshev himself (1874) mentions it, his works fully exhausted Bienaymé’s ideas. As for me, I am
developing the non-exhausted idea of Cauchy based on the theory of generating functions with an imaginary
variable parameter and improved by Darboux and myself, see my memoir (1900a) where the former’s writings
are quoted. I entirely eliminate the use of discontinuity factors (such as the Dirichlet factor) from the method of
Cauchy and Laurent. On the other hand, I am advantageously making use of the arbitrariness of the imaginary
parameter included in the generating function of stochastic expressions and avoid such hindrances that are
difficult to evade by other methods.

My sphere of applicability of the Laplace, Poisson and Chebyshev symmetric formulas in the statistical
theory had narrowed, but it occupies the central and firm position '. In addition, I have linked all the collateral
formulas and methods with the truth of the Davidov (1857) % and Chebyshev (1867) mean magnitudes and
indicated those scientific experiments and vital {human} and economic societies which adjoin this main
theory, generally used both in natural science and for understanding the regularities of mass social phenomena.

Laplace, Poisson, Bienaymé, Chebyshev, Laurent and others had applied in their theorems only the
abovementioned symmetric formula which I have later called normal 31 restricted these propositions by a
certain middling central domain of the changes of the variable and by a special condition expressed by some
magnitude R,".



[4] Since my memoir (1900a) had appeared, Markov, after a lively correspondence with me, published two
papers ((1898; 1899a). There, he began to supplement the theorem on the limiting expression of the probability
included in Chebyshev’s contribution (1891) by his own conditions, which were also restrictive, and applying
other independent methods and making use of other notation. However, his results followed from my restrictive
conditions, and, when our conclusions do not coincide *, my formulas estimating the limits of error of the
approximate calculus of probabilities [see, e.g., Nekrasov (1909, p. 575, Theorem 3)] provide a better
guarantee against large errors. In certain cases they prompt us to turn to new and more reliable asymmetric
formulas (Ibidem, pp. 572, 574 and 585, Theorems 1, 2 and 5; 1900 — 1902, nn° 96 and 97) which the Markov
and the Liapunov methods have not considered. Incidentally, the writings of Karl Pearson (1893 — 1896), also
see Khrushchev (1903) and Lakhtin (1904), convince us that these asymmetric formulas are necessary as a
theoretical foundation of the empirical conclusions of experimental sciences. Already then, in his investigations
of the mathematical theory of evolution, Pearson showed that asymmetric formulas sometimes better coincide
with the experience of biological and economic increase and decrease as do symmetric formulas. However, he
constructs his asymmetric expressions without sufficiently justifying them whereas I underpin my formulas by
a rigorous theoretical foundation. If statisticians and natural scientists will treat their observations by
interpolation that issues from my new formulas (1909, pp. 574 and 586, Theorems 2 and 5; 1900 — 1902, nn°
44, 45, 96, 97), then their results will better correspond with reality.

The Laplace, Gauss and Chebyshev symmetric formulas, for which reliable tables of integrals are available
(Markov 1888), might be applied in the method of least squares when the observational errors are compensated
>, but in problems of economics and biometrical statistics, where the compensating principle is not invariably
present, they often diverge from reality. In general, these formulas are refuted in paradoxical and special cases
which 1 (1909, p. 576) isolated from the normal instances by means of the abovementioned indications
following from my memoir (1900a).

Academician Markov, who undermines the importance of my works, has no grounds for that; neither are
there any reasons for rejecting my efforts in those writings which he (1910) mentions. Here are my arguments.
Markov’s example (1899c) that he cited later on (1910) poses the question of whether or not he refuted my
statements (1899a; 1909, p. 583) that

1) The additional condition, which he (1899a; 1898) included into the Chebyshev theorem, was a corollary
of my previously published special condition that isolated the normal cases [in which the Laplace,Gauss and
Chebyshev (1891) formulas are safely applicable to the calculus of probability] from the other instances (in
which special corrections of the normal formulas as well as special interpretations are needed).

2) Markov’s condition is necessary but not sufficient 6, It should be noted that all the conditions of the real
Chebyshev theorem, as well as the additional Markov condition, are fulfilled in his example (1899c), but my
restriction (1898), which I interpreted later on (1899a), does not hold: the magnitude R, (1898) does not tend
to zero as m — oo.

I (1900b) have immediately thrown light on the doubt stirred up by Markov, submitted it to a most thorough
analysis (1900 — 1902, nn° 15, 52, 53, 81 — 83, 96 and 97) and then considered it for the second time (1909,
Chapt. 4). And what did my analysis reveal? It turned out that such examples unquestionably illustrate special
cases of the first kind rather than normal cases; that not my theory violated the truth, but the Academician’s
conclusion, which he made issuing from his example, was wrong.

[S]11 (1900 — 1902) have analyzed the relation of the normal cases to the adjoining special cases of the first
kind by the method of generating functions’ and integral residues. In n° 52 I offered a simplest particular
example in which my formula from n° 96 correcting the Laplace and Chebyshev normal formula in special
cases of the first kind was easily checked by very simple calculations owing to the simplicity of the appropriate
generating function. Reminding the reader of that particular illustration, I shall now provide other, more
general examples corroborating (contrary to Markov’s statement) my theory as well as the relation of the
special cases to the adjoining normal Bernoulli theorem and to the normal Poisson law of large numbers which
it explains.

Let M, D, N; and N, be positive integers with M and D being coprime numbers. Let also variable €, take one
of the values kM/D with p; being the probability of this value and k coinciding with some integer between and
including — N; and N,. Then, let each of the independent variables €, €3, €, ... take values 1 or O with
probabilities g and (1 — ¢g) respectively in the corresponding isolated {independent} trials. It is required to
determine the probability AP, that

€ +& +...+¢,=n. (1)



It is easy to ascertain that the generating function F(u) of the probabilities AP, is represented by the product

Fay=(qu+1-q"™" S pou, @)

k=-N,

Here, at D > 1, there occurs a special case of the first kind adjoining the normal case corresponding to the
Bernoulli theorem and demanding essential corrections of the Laplace, Bienaymé and Chebyshev normal
formula in accord with the indications of my theory which can here be checked by the Stirling formula.

Not less interesting is the further generalization of the previous example corresponding to the replacement of
the binomial (qu + 1 - q)m_1 in formula (2) by the product

(Gau+1—-q2)(qzu+1-q3) ... (gt +1—gqm).

Again, at D > 1 this generalized instance will lead to a special case of the first kind adjoining the normal case
corresponding to the Poisson law of large numbers and again demanding corrections of the normal formulas in
accord with the indications of my theory.

In such circumstances the probability AP, that the oscillating sum in (i) takes its possible particular value n
should be calculated not by means of the Laplace and Chebyshev formulas, but by formula (749) of my
monograph of (1900 — 1902) which allows for the so-called sub-principal points of the path of integration
(Nekrasov 1900a, §8§6 and 7) representing AP,. In more complicated special cases of the first kind
characterized by an unboundedly increasing number (D — 1) of the sub-principal points (as in the Markov
example) the difficulty of approximately calculating AP, increases; and the result will all the more deviate
from the normal expression. Thus, a thorough discussion of Markov’s example, in spite of his statement, does
not refute my theory.

Consider such a function P, of variable n that its values contain gaps, and call its table a sieve. The question
of how to correct these gaps, by a normal or a special key, tells on the question of the percentage of biological,
economic, cultural, etc increase. This increase is of essential importance and is discussed by natural and social
sciences. In studying the keys of such sieves, my work (1900 — 1902) reveals that a shortened table (a sieve) of
the values of the probability

P,(e1+e +...+¢g,<n) (i1)

can be compiled in a special way, — in such a manner that it will be possible (owing to the compensation of
positive and negative errors) to apply the normal formula even in special cases of the first kind, although under
the following conditions of employing this sieve: If 4 is the greatest common measure of the differences of the
values of the sum in (i), then the variable n in the shortened table of the values of P, receives increments larger
than /; namely, Dh. Correspondingly, the tabular increments of P, will be P,.p, — P,. Here, (D — 1) is the
number of sub-principal points, see above.

To be sure, my contribution (1900 — 1902) establishes for these larger increments the normal formula that
indeed enables to construct the shortened table mentioned above in the usual way. However, this table is
peculiar in that, if n’ is a non-tabular value of the sum in (1), the probability P, cannot be calculated in the
standard manner, by simple interpolation, from the nearest tabular values of P,,.

The corrections needed require special keys 8 provided only by our theory and not even discussed by the
other ones. In general, the normal formula might be applied in the special cases of the first kind only to such
increments
P,.+» — P, of the probability (ii) for which b satisfies the formula

b:h =0 (mod D). 3)

For such and only such increments the magnitude R,” that plays a part in my conditions, should be
calculated in the manner described in Nekrasov (1900b), or, even better, (1900 — 1902, nn° 81 — 83 and 95 —
97); that is, under the circumstances, the sub-principal points are considered as principal points.

The formal and simplest expression of the conditions, which distinguish normal cases from special cases of
the first kind and from the paradoxical instances, remains, after my thorough examination, the same as it was
when just discovered (Nekrasov 1898), interpreted in Nekrasov (1899a) but enriched by corollaries in a long
series of my writings on the approximate calculus of functions, on the theory of probability of sums and means,



and on mathematical statistics. Neither Poisson [to whom Markov (1899c) referred] nor anyone else had
provided similar additional conditions in such an exhausting manner. Poisson’s particular example cautioning
against rash applications of normal functions was a drop in the ocean. It did not at all exhaust such an involved
problem that led to many misunderstandings and to the accumulation of countless systematic errors especially
in such economic and biological calculations where we are unable to rely on any principle of compensation of
the errors.

When considering oscillating sums in (1) I (1909, pp. 393 and 580) established that, both in the historical
natural course of events and in the technical ascertaining of relations, normal cases, special cases of the first
kind as well as paradoxical, middling and boundary cases almost always occur and get interlaced with each
other. The study of their clashes should not be only based on a bird’s eye view; they should not be ignored by
exact sciences, by legislation, justice, technology or industry. The most precisely possible calculation of each
perceptible differential AP, plays an important relative part in problems of the actual right to obtain the sum (i)
while also taking into account expenses (biological, economic) and the expectation nAP,,.

Liapunov’s article (1901c), to which Markov referred and which was written as a reply to my paper (1901),
changes nothing. Indeed, it does not consider whether my theory of approximately calculating the differential
probabilities AP, is true, but examines which methods better lead to the {desired} goal; and how to understand
his own method (Liapunov 1900; 1901a; 1901b) and that of Chebyshev’s memoir (1891), which, according
also to the opinion of my opponents, demands interpretation 2.

The paths (methods) of approximating the unknown true values of probability according to my formulas and
developed by my opponents undoubtedly differ in their initial points of view, but they meet all the time. |
uphold the benefits of my method; my path starts from details and is closer to reality and to nature.

[6] Together with Chebyshev, I choose the theory of limits as m increases to infinity as a starting point of my
analysis providing good approximate expressions for the probability AP, and for the probability integrals Y AP,
and
> nAP,. However, my foundation is the calculation of the differential coefficient AP, /An with An = h rather
than of the integral > AP, (Nekrasov 1909, p. 572, Theorem 1). And the desire to tie up the entire investigation
to the frustworthiness as ascertained by the theorem of the Chebyshev great memoir (1867) [I explained this
link elsewhere (Ibidem, p. 582, Theorem 4)] also prompts me to discuss thoroughly the limit, as m— oo, of the
differential
coefficient (1909, p.575, Theorem 3) AP,/AE or (Pyan— P,)/AE where '

E=(n-ny)l\2mg , AL =A4n/\2mg , An = h,
n=g +e&+...+¢, no=a1+a+ ... +a,,
mg=E[(e1+&+...+&n) — (a1 +a+ ... + ay)]*

and a; are the expectations of g;.
However, Chebyshev as well as my opponents choose, as the initial point of their analysis, the limit, as m —
oo, of the integral probability Y AP, or of the probability

Pp —Pi=PA<n=g +&+...+&,<B).

My differential method of discussing discrete increments of the number {discrete} function P, of variable n is
similar to the analysis of the increments of continuous functions as developed by Lagrange, Todhunter and
others. I also treat the problem of continuation of the function AP, from one domain of the independent discrete
variable n to another one, from the middling domain where the symmetric (with respect to the central
magnitude a,) differential probabilistic formula is predominant to the /ateral domains, where the asymmetric
(with respect to the same magnitude) differential formulas are prevalent.

It is now easy to ascertain the meaning of the Liapunov method and to compare it with the differential
method indicated above. He (1900, p. 379) reduces the abovementioned probability (Pg — P4) to the form

Py — Py = (1/\/71)].2 exp(-2)dz+A 4)
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where z; =(A — a,) /+/2mg , 70 =(B — 0,) /4/2mg and A is the error of the approximation provided by the first

term on the right side. Subordinating his calculations to special supplementary conditions of his method,
Liapunov (1900, p. 365) restricts (z2 — z1) by an inequality

4\ < (z2 —z1)+/2mg , or, in another form, 4L <B - A (5)

where, according to the conditions of his derivation (p. 383), A occurs to be a very considerable magnitude
tending to infinity as m increases unboundedly. Under this condition the error A from (4) will indeed vanish.
However, when applying this formula for calculating consecutive values of the function P,, the ensuing table
will contain great gaps, or holes of a huge diameter greater than 4A since the increment of the tabular variable
n will necessarily be greater than that. And the Liapunov method offers no means for calculating the values of
the function P, corresponding to non-tabular values of n. The abovementioned differential method has no such
defects. The solution provided by the former is useful, but the lacunas (the gaps) should be filled in.

Liapunov’s explanation (1901c) " resulted not in the overturning my theory but in demonstrating these gaps
in his own theory which demands that the magnitudes z; and z, be regarded as given according to the condition
(5). Incidentally, Chebyshev (1891, end of §1) thought that they were any rather than given and subordinated to
an extraneous condition or consideration. My theory complies with this Chebyshev idea, but I subject the
formula (4) to a rigorous critical analysis, and, accordingly, sometimes replace it by other expressions better
corresponding to this idea. And the reality, which cautiously estimates rights, premiums, deposits, and
advances on security of the sum ) nAP, of expectations nAP, and takes risks into account, does not accept gaps
in calculations of separate probabilities AP, and prompts us to fill in the dangerous places in the Liapunov
sieve.

The differential theory of probability of sums is more precise than the integral theory. At the same time,
simple mechanical quadratures provide also the integrals ) AP, and ) nAP, since the differential theory admits
graphical procedures and interpretations. The corresponding line is determined by the equation

y= AP,/AE

characterizing the set of points (&; y) on the plane of rectangular coordinates & and y. This set will be a dotted
line more or less compact depending on m. Interpolation can change it to a continuous curve, to a curve of
probability (to a graph). However, the curve will only be smooth in the normal case and it will have zigzags in
the special case of the first kind. In a non-complicated special case of the first kind there will be D zigzags

repeating themselves almost periodically along the axis with period Dh/\/2mg .

Empirical curves that are usually compared in experimental science with theoretical laws can also have
zigzags (Nekrasov 1909, n° 23). Zigzags therefore can be an object of experimental positive investigations
underpinned by a theoretical ideological foundation. However, all authors, not excluding Pearson,
systematically round off, shade them already in theory. This does not conform to the demands of fairness in
problems of exchanging rights if these shading errors, destroying a part of a rent, are not redeemed, not
compensated by special keys and rules.

After these explanations I shall dwell more clearly on a part of p. 583 from Nekrasov (1909) for which
Markov (1912) blames me. The condition of Theorem 4 that eliminates the middling paradoxical case when
applying Theorem 3 of the same memoir to calculate the probability AP, . demands that mg; be very large. It
warns against cases of absolutely wrong usage of the probabilistic theory of means with its deviations to the
extreme values.

When explaining the theorem from the Chebyshev memoir (1891) Markov formulated this condition which
only eliminates the middling paradoxical but not the special cases of the first kind (Nekrasov 1909, p. 576).
This condition constituted a corollary of the special restrictive conditions first discovered by me. They exhaust
the normal case when the increments of P, as n increases can be approximately calculated by the Laplace and
Chebyshev formulas, and, for a temporal development of events, when the Baye theorem 12, and, in general, the
historical doctrine of posterior probabilities and real occurrences as compared with previsions or expectations
can be applied.

Notes



1. Recall that Bertrand (1888) skeptically ignored Chebyshev’s works and spoke ironically about the
importance of Poisson’s writings. My contributions restrain the skepticism and cut the ground from under his
irony.

2.{The reference to Davidov’s popular work is meaningless. }

3.{I (see p. 41 of this book) commented on this term as applied by Nekrasov and defended him. In this
paper, however, the confusion is much worse the more so since it occurred later, in 1911.}

4. I have compared my theory with that of Markov and Liapunov in several writings (1899a; 1900b; 1901;
1900 — 1902, many places).

S. If the instruments of observation are not strictly symmetric {an unfortunate expression}, or if the
practitioners are unable to take care that the positive and negative errors precisely compensate each other, then
the method cannot be applied rigorously. The Swedish astronomer Charlier (1906a; 1906b) theoretically
derived a curious asymmetric formula of the law of error. I came to know about his writings from N.Ya.
Tsinger.

6. According to my terminology (1909, p. 576), it corresponds to isolating the normal case only from
middling paradoxical instances but not from special cases of the first kind or from the boundary paradoxical
cases. 1 (1900 — 1902, nn° 76 and 77) treat these two last-mentioned cases in connection with solving the
equation

lim[R;/y(r)] =1 asm — .

They correspond to solutions of the first kind; other solutions of this limit equation correspond to the special
cases of the first kind. To determine either of these solutions it is necessary to enter the highest and the most
involved regions of the theory of functions and the number theory. My works provide the most typical
solutions of this equation.

7. 1 define the generating function F(u) of the probability AP, of the values of the variable n by the series
Y AP, u" where the sum extends over all possible values of n.

8. It should be remembered that the tables under consideration determine the stochastic turnovers in
economics and biology and that the keys of the corrections to the tabular gaps (lacunas) essentially influence
the number representing the net economic or biological gain or loss.

9. Chebyshev himself (1891, at the very end) warns against a possible considerable difference (mistake)
when adopting his limiting formula as the approximate value of the probability. Mentioning the highest limit of
this difference, he does not, however, dwell on this problem that was first solved only in my works.

10. {Notation such as EX is my own.}

11. I note that Liapunov (1901c) was somewhat carried away in his polemic article. Although I (1901)
distinctly say that m varies and increases to infinity, he attributed to me an opposite opinion and derived an
incorrect conclusion: Nekrasov formulates the Chebyshev theorem wrongly. Issuing from this statement,
Liapunov inferred that I allegedly do not distinguish (!?) the limiting, or the asymptotic expressions of
functions of an infinitely increasing number m from the approximate expressions of the same functions for
large finite values of m. And in the beginning of his article Liapunov does not recognize the connection of his
method with the Dirichlet discontinuity factor as indicated by me and blames me for inattentively reading his
writing. However, his equality (Liapunov 1900, p. 369, 1. 3) can be derived most directly by means of this
factor. True, this (concealed) use of the Dirichlet factor, which occurs even twice, differs from its usual
application that Liapunov (explicitly) discusses on pp. 363 — 364. I have not mentioned this play with direct
and implied formulas in my short note (1901) having agreed in general with Markov’s and Liapunov’s
considerations about the harmful influence of the Dirichlet discontinuity formula on the results of approximate
integrations. { Gnedenko (1959, pp. 65 — 66 of translation) noticed that Nekrasov had subsequently renounced
his statement about Liapunov’s application of the Dirichlet factor. }

12.{Nekrasov obviously pronounced Bayes in the French way. Chuprov made the same mistake in a letter of
1898 (Sheynin 1996, p. 91).}
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A Rebuke to P.A. Nekrasov
A.A. Markov

Nekrasov’s article (1911) compels me to dwell on his discoveries previously mentioned by me only in a few
lines (1910). I ought to indicate that I do not aim at comprehensively analyzing Nekrasov’s works on
probability theory or touching on them. My more modest goal is to lighten the burden of the scientific prestige
of his monster contributions that overwhelm his readers by ascertaining that his references to me are
groundless.

I do not deny, nor did I ever gainsay, that there exists some connection between our papers; Nekrasov,
however, describes it wrongly. This connection consists in that, when compiling some of my articles, I had in
mind his wrong statements and that their refutation had been one of my purposes.

Both in his latest, and his previous polemic papers Nekrasov makes wide use of a very convenient method:
he changes his own assertions and arbitrarily interprets the statements of other authors. This fact forces me to
compare a number of passages from a few of Nekrasov’s articles one with another. I shall follow, page by
page, his paper (1911).

Already in the very beginning, on p. 65, Nekrasov repeats my phrase (1910) that I did not, and cannot
confirm any of his discoveries [...]. He then explains it in his own way: Judging by this statement, Markov did
not confirm, but, on the contrary, had refuted the conclusions of my works. I do not feel it necessary to dwell
on this minor point, the less so since it will be ascertained in the exposition below. On the same page it is



important to note an absolutely wrong statement that in his memoir (1899b) for the first time, most precise
methods of estimating the errors [...] are given.

A most precise estimation of errors is accomplished by precise formulas which are not associated with
Nekrasov’s name. Calculations in accord with such formulas are difficult in the practical rather than in the
theoretical sense since they usually require a very large number of multiplications and additions. Therefore,
when estimating errors, we have to bear in mind not the attainment of most precise results, provided by the
abovementioned precise formulas, but rather the achievement of a combination of two, actually not quite
definite conditions: of a certain level of precision and of some practical simplicity and brevity of calculations.
The importance of the approximate methods of calculation and of the corresponding estimation of error is
usually ascertained by numerical examples. However, I was able to find only one such illustration carried
through in Nekrasov’s papers, and even it proved unfortunate.

Nekrasov deals with it on the same page: Markov modified my plan of estimating the error [...] I made
purely calculational mistakes [...] which [...] became Markov’s basis for condemning me. Here, first of all, the
statement that I have allegedly modified Nekrasov’s plan is wrong. Actually, his plan was of no consequence
for me, and I have accomplished my calculations according to formulas known long ago, only they were not
until now applied to the problem at hand. Then, the precision of my method of calculation was not compared
with Nekrasov’s either in my papers or in his. Therefore, his assertion that his results are as precise as mine is
unfounded. I (1899b) have only established that Nekrasov’s numerical result was wrong, and he finally
admitted this fact.

Nekrasov states that the error of his result is caused not by shortcomings of his method (he vaguely mentions
some plan and general formulation), but by certain calculational mistakes which he does not, however, indicate
exactly, or correct in spite of having had more than ten years at his disposal. Under these circumstances it is
impossible to say that I had confirmed Nekrasov’s results. My article (1899a) also contains an important
remark confirming the excellence of the Laplacean binomial formula: when calculating only to six significant
figures, its error in the provided example cannot even be revealed.

I am startled by the words on p. 66: Bienaymé’s ideas were fully exhausted in Chebyshev’s works, he himself
mentions this [...]. The reference to Chebyshev is wrong whereas Nekrasov’s statement is refuted by indicating
a number of my papers that contain the extension of Bienaymé’s method onto such cases on which Nekrasov
had not even touched in his article.

The first of my papers (1906) is connected with Nekrasov’s (1902) in the same way as my article (1899a) is
associated with his report (1898). In one case I had in mind his wrong Theorem 2, with which I shall deal
below, and, in the other instance, his wrong statement that independence (or pairwise independence) is a
necessary condition for the existence of the law of large numbers. This idea runs all through his article (1902)
and its incorrectness should be therefore pointed out to his readers. In my later papers, which I shall not list, I
have shown, by extending Bienaymé’s method, that independence is not a necessary condition either for the
existence of the well-known theorem on the limit of probability which I connect with the name of Chebyshev. |
have not, and do not intend to analyze or criticize Nekrasov’s asymmetric formulas which he mentions on pp.
66 and 67. I think, however, that he himself should have tried to apply them to comprehensive numerical
examples.

On p. 68 he says: Markov’s example [...] poses the question of whether [...] he refuted my statements
{concerning the additional condition of the Chebyshev theorem}. However, Nekrasov (1899a) does not contain
this second statement which rather contradicts the first one. On the contrary, we find there that the condition
added by me is sufficient but not necessary. I adduce his words (Ibidem, p. 31): It follows [...] this condtion
does not include many cases in which the theorem of the Chebyshev memoir is valid. |...]

These words compelled me to show, by providing an example (1899c), that all the Chebyshev’s conditions,
along with the one added by me, can be obeyed when Nekrasov’s condition (2) is not fulfilled. Concerning this
illustration, Nekrasov (1911, p. 68) now says: It should be noted that all the conditions [...] as well as the
additional Markov condition are fulfilled [...] but my restriction [...] does not hold [...]. 1 could have
welcomed these words taken by themselves since they admit (of course, tardily, with a delay of about ten
years) the correctness of my statement. Regrettably, however, Nekrasov forgot to add that his condition has no
connection with his real Theorem 2 (1898) which to a certain extent corresponds to the Chebyshev proposition
on the limit of probability. This is seen from his words (1898, p. 23) If [...] we abandon the [...] restrictions
[...] the theorem {Theorem 2} will hold.

Only after receiving an indication about some shortcomings of this theorem from some unnamed critic,
Nekrasov (1899b, p. 41) introduced his condition there also, called his error lapsus calami and calmly blamed
it on his predecessors although already Poisson had warned against such mistakes.




It is necessary to dwell on the sufficiency or otherwise of my added condition taken together with
Chebyshev’s explicitly formulated restriction. As a preliminary, however, I shall say a few words about the
following statement made by Nekrasov (1911, p. 68): I have immediately thrown light on the doubt stirred up
by Markov. The point is that Nekrasov had not elucidated there any doubts stirred up by me, he only obscured
the proposition, established in my work (1899c), that my condition is not sufficient for his restriction to be
fulfilled. This is what he wrote then (1900, p. 37): The misunderstanding consists in that Markov
inappropriately defined [...]. These eliminations ought to take place also [...] when m = .

By such a reasoning based on confusion of finite numbers m with infinity Nekrasov attempted then to
destroy the fact now admitted by him that in my example R," does not tend to zero as m — . Of course, I do
not have to challenge my own proof of the insufficiency of my condition for Nekrasov’s restriction to be
obeyed. And I certainly will not argue about the same fact concerning my condition and his cases which are of
no consequence for my analysis. As to the sufficiency of my condition in connection with those formulated by
Chebyshev for the existence of the theorem on the limit of probability , I had proved it by means of the
Bienaymé — Chebyshev method, and Liapunov substantiated it by applying a method more close to Nekrasov’s.
The theorem does not fail only because Nekrasov cannot prove it by his methods.

Nekrasov’s reasoning (1911, pp. 68 — 71) does not really concern me at all, and I could have left it out had
he not twice attributed to me some statement absent both in my papers (where I avoid mentioning Nekrasov’s
delusions at all) and in my notes cited by him. Indeed (p. 69): Contrary to Markov’s statement ... and he
repeats (p. 70): Thus, a thorough discussion of Markov’s example, in spite of his statement, does not refute my
theory. However, 1 offered my illustration to refute not some Nekrasov’s theory, but his claim on a discovery
not made by him.

Here is what I wrote (1899b, p. 35), and what is valid also now: Nekrasov has no claim to this condition.
[...]. One example will suffice to prove [...] the groundlessness of Nekrasov’s pretensions. 1 had not busied
myself with refuting his theory, but of course I do not deny what Nekrasov attempted to prove in his polemic
articles, — namely, that his theory is unfit for justifying the theorem on the limit of probability either in that
general form that Liapunov (1901a) attached to it, or even in its original setting, i.e., under Chebyshev’s
conditions supplemented by mine. Liapunov, in a brief but interesting note (1901b), already ascertained that
Nekrasov makes wrong use of the term /imit and confuses various notions one with another. And Nekrasov
(1911, n°11) absolutely wrongfully mentions that Liapunov was somewhat carried away and alleges that he
mistakenly described Nekrasov’s opinion.

I have to quote one more interesting passage (Nekrasov 1901, pp. 49 — 50): But how should we understand
the term limit? [...]. Assuming such a crude understanding of limit, [...] X" with n > 0 can [...] be considered
as the limit of sin x as [...]. These opinions are also expressed in his latest paper (1911, p. 73) where he states
that Chebyshev regarded z; and z; in the limiting formula for the probability

(1/\n) j exp (— ) dx
not as given, that is, independent from the infinitely increasing m, but as arbitrary magnitudes. Nekrasov thus
proves that now also he attaches a wrong meaning to the word /imit. I consider now the last page (p. 74). Here,
he offers some corrections or explanations to his memoir (1909, p. 583). But Theorem 4, that compelled me to
declare that I cannot confirm Nekrasov’s discoveries, has still remained without change. I ought to quote it:

Theorem 4 (Chebyshev). Let a number of operations 01, 0,, ..., 0,, indicated
in Theorem 3 be given. Let mg be a very large magnitude tending to
infinity together with m. It is then possible to choose such a small

magnitude t that both (1/mt*) and 1A/ g, /m are very small and tend to zero
together with 1/m. The probability

P{li(ei—an+(e2—ax)+ ...+ (en—ap)l/m] <t g, /m}

where a; are the expectations of €;,i =1, 2, ..., m, will be close to certainty:
[1-(1/mP)]<P<1.

Here Nekrasov inserted that ill-starred condition to which some unknown critic had attracted his attention,
but had apparently forgotten to indicate that different theorems demand different conditions.



The condition that mg; increases infinitely is very important for Theorem 2 (Nekrasov 1898) where it is
lacking, but for the Chebyshev proposition, with which we are now dealing, it is absolutely needless. By means
of his insertion Nekrasov transformed the {methodologically} simple Chebyshev theorem into a proposition of
a special kind in which the superfluous condition is put into the forefront whereas those necessary are not
adequately separated from the conclusion. Only by attaching a converse meaning to words can such a
corruption of the Chebyshev theorem be corroborated by citing me.

Liapunov concluded his Answer (1901b, p. 62) by stating: I have [...] expressed everything |...] if Nekrasov
will [...] put forward objections of the same kind, I shall consider myself free from answering them. 1 have also
said enough.

I take the opportunity to indicate the difference between the two propositions, the law of large numbers and
the theorem on the limit of probability. The former can be valid in such cases which do not concern the latter,
and, inversely, it is possible to indicate instances in which the theorem but not the law is applicable. These
instances should be looked for from among those in which the magnitude presented by Nekrasov as mg;
increases too rapidly. For example, if among xi, xp, ..., X, ..., Xs, ... €ach number x; can take only two values,
—k and Vk with equal probabilities 1/2, then !

Exk - 0’ Exk2 — k, Exk21+1 — O, Exk21+2 — ki+1,

and, in accord with what Liapunov and I have proved, it might be stated that the theorem on the limit of
probability is here applicable. However, the law of large numbers cannot be deduced from it. Indeed, as n —
o0

)

(A [ exp (<A dr=TimP (< 22T o) =

; \/n(n +1)

ImP () <[(x1+x++ ... + x,)/n] <t).

Therefore, again as n — o,
mP (— 1< [(x1 + X2+ + ... +x)/n] <) = (2Nn)j exp (—A) dr # 1.
0

Note
1. {Notation of the type EX is my own.}
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Related Unpublished Letters
Archive, Russian Academy of Sciences, Fond 173, Inventory 1
{The additional numbers, e.g., 53, No. 1, show the place of the letters in Fond 173}
1. Nekrasov — Markov, 7.10.1898, 53 No. 1

Concerning the arrived letter with remarks about my course (1896) and report (1898) devoted to the
memory of Chebyshev, I consider it my duty, first of all, to thank sincerely the man who read these modest
contributions. As to the remarks themselves, I can say the following about them. [...]

2) Nevertheless, I admit that if the reader does not or cannot guess the proofs himself, he has the right to
question my theorems published without proof.

3) In my report, I consider Theorem 1 as the most interesting proposition since it offers more than
Theorem 3. The latter is absorbed by the former as its corollary.

4) I am acquainted with Chebyshev’s memoirs substantiating the method of least squares, and I have
received them from their author himself. However, I do not cite any relevant works in my brief report. In
addition, the theorems considered in the Chebyshev memoir belong to Laplace, whereas Chebyshev only
worked out a better proof for them.
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2. Markov — Nekrasov, n.d., 60, No. 11

1) I have written about the book from memory and could have therefore easily erred. [...] However, if f
(x) 1s not supposed continuous, the condition that it does not vanish is not sufficient since the exact lower
boundary of its values can still be zero. At the same time, I ought to remind you that I have recognized that
the proof was rather interesting.

2) Theorem 2 of your report can be interesting only to its author since its conditions are strange and its
substance of small import, because, for large values of m, the probability P, will be low and not deserving a
special study.

At large values of m it is only important to consider the probability that the sum (x; + x2 + ... + x,,) 1S
contained within given boundaries. In his last theorems the author returned to the conditions of Theorem 1
so that these propositions are interesting only for their author.

3) We can therefore speak only about Theorems 2 and 3. The author wrongfully grants me the right to
doubt their validity in case I do not want, or am unable to guess the proofs. He forgets that [ have given the
proof of Theorem 3. And I can tell him, while recognizing his right to doubt the correctness of my
information if he himself is unable to find the mistake, that Theorem 2 is wrong. However, if the author will
ask me, I can indicate what condition is lacking there.

4) If the author knew about the Chebyshev memoir (1891), how then could have he brought himself to
say, in his report (1898, p. 21) that

However, Chebyshev [...] ascertained only one, although a very
essential aspect. He left out other, no less important properties |...]. The
determination of the expressions for {the probability}[...] is of no small
importance.

These words contradict the facts since Chebyshev’s memoir was aimed at determining appropriate
expressions for the probability of important, but of course not of all possible cases.

5) Until now, I explained the lack of references to Laplace by the author’s considering his analysis
unsatisfactory. However, if this is not so, it is very strange that he does not mention Laplace’s theorems {the
two next words are undecipherable} the author believes that Chebyshev’s proof is better. If only Laplace’s



analysis does not arouse doubts invalidating the proof, then it is necessary to admit that Chebyshev’s proof is
superfluous.

6) Finally, I ought to note that Chebyshev’s memoir concluded by offering formulas lacking in the work
of Laplace.
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3. Nekrasov — Markov, 11.10.1898, 53, No. 3

1. Theorem 1 of my report offers more than Theorem 3 or the equivalent Chebyshev proposition; it can
therefore be interesting, as it appears to me, not only to its author. Thus, Theorem 1 leads to the following
conclusions:

1) Two differences of the type (n — Y a), equal in absolute value and opposite in signs, are approximately
equally probable.

2) The difference (n — > a) is the more probable the less is its absolute
value.

Those, engaged in statistics and observing these regularities in real life, cannot fail to be interested in such
corollaries of Theorem 1.

2. Bienaymé, Laurent, Chebyshev and others proved Theorem 2 under such restrictions which I do not
have to introduce. My predecessors derived it for any law of errors, expressed, however, by continuous
functions '. But in my report Theorem 2 is a corollary of Theorem 1 when the latter’s conditions are
fulfilled. It is therefore valid if the law of errors is expressed by a discrete function.

3. Theorem 4 and the next ones are as interesting as the previous propositions and exceed them in
precision. They, as well as Theorem 1, appear to be absolutely new. I agree that some conditions that I
introduced for the sake of carefulness, perhaps excessively restrict the validity of my formulas and may be
thrown away. This, however, will only extend the domain of the validity of my conclusions rather than make
them less applicable. Thus, you are apparently correct that the first of the inequalities 1/3 < ® < 1/2 is
superfluous. I have also noticed that the differences of the adjacent values of the sum (x; + x, + ... + x;,,) can
be left unrestricted with respect to the order of their smallness.

4. You are wrong in that you formulate demands about my report as if it were a completed memoir for
which fullness is obligatory. My report is however preliminary, as for example are those published in the
Comptes rendus. Because of brevity, extension is not allowed. Such reports are intended for best informed
readers understanding who were the author’s predecessors even if he passes this over in silence. Had you
only glanced over my fat manuscripts, you would have seen how relentlessly I was compelled to shorten
them so as to prepare a brief report whose only aim was to indicate the domain of my work and to secure for
myself priority in the new findings until having time for publishing my works in a full and completed form.
I, so to say, had only opened my mouth and uttered the heading of my speech. It is necessary to allow me to
pronounce fully my word before judging whether my behavior is strange, — then, I believe, all the
misunderstandings will clear up by themselves.

5. I was prompted to appear with my preliminary report also by fearing that in the near future I shall be
unable to publish my works which should yet be put into proper order. Unable not because I cannot prove
my findings, over which I had been thinking for more than ten years, and which are directly connected with
my unfinished paper (1885). The reason for these delays is my official status that hardly allows me to spare
time for science or for publishing my already completed works.

I am grateful for your letter.

Note

1. I had not listed my predecessors in my report, but I do not forget about their existence since I mention
the doctrine of mean magnitudes of errors as being well-known.
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4. Nekrasov — Markov, 17.10.1898, 53, No. 5

I agree that Chebyshev’s formulas providing the limiting values of integrals were initially derived not for
integrals, but for sums. But when he passes over to probability theory he assumes nothing but continuity.
These conclusions (Chebyshev 1891) do not directly relate to the case of discrete change of random
variables.

This is of course understandable. When a usual sum is replaced by an integral, a new error is introduced
so that the limiting values of the integrals become invalid. For this reason Chebyshev was unable to adapt his
propositions even to the simplest case of the Bernoulli theorem so as to determine {there} the highest
boundary of the remainder term of the Laplacean approximate expression for the probability

P=(1Nm) [ exp (- x%) dx.

I know from a private talk with Chebyshev that he attempted to accomplish this; he also advised me to try
making use of his memoirs to this end.

In my report I indicate that I have a means for arriving at the highest boundary of the error of P. I intend
to send immediately this part of my works for publication. I shall send you an offprint so that you will see
that the highest boundary of the remainder term for the approximate expression of P is easily obtained in
various forms.

References
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5. Nekrasov — Markov, 7.12.1898, 53, No. 7

On the 5™ inst. I had sent you my memoir (1899) and on the 6™ you have posted me a letter with its
review. Such hasty reviews can be either prejudiced or superficial, and are barely sensible. You write: The
Laurent formula for the limits of error are hardly worse than the new ones. 1 answer: Not only worse! They
simply won’t do at all. I expected that, since you seek out blunders so diligently, Laurent’s mistakes, that
enable us to ignore his formulas, will not escape your attention, but on this point I was wrong.

I cannot agree that no-one studies the boundaries of errors. You, Chebyshev and others were engaged in
this subject. Only muddle-headed calculators do not try to determine the boundaries of error.

You will do me a great favor by sending me letters instead of postcards and by writing well-founded and
impartial reviews. I am grateful to you for sending me a copy of your Master’s dissertation {of 1880,
unconnected with probability} with which I was familiar long ago and which I appraise at its true worth.

References
Nekrasov, P.A. (1899), The boundaries of the errors, etc.
6. Nekrasov — Markov, 12.12.1896, 53, No. 9

You will see from the appended offprint of the proofs that my statement about Laurent’s mistakes is not a
bare word. This fact does not undermine my recognition of his merits.

I offer a numerical example (1899, pp. 509 — 510) and better values of p and p; are given on p. 534. 1
determined them later on, when the paper was already set up so that they were placed at its end. I am unable
to calculate better polished examples only because of lack of time that I can devote to mathematics.

If my results appear to you insufficiently simple, it is the complexity of the problem that should be
blamed. Your statement that my formulas for estimating the errors are hardly helpful, is a bare word. A
calculator can make practical use of them. Within the space of 50 pages he will find three types of such
formulas. Although their abundance had lengthened the exposition, it enables the calculator to choose any
more convenient or precise form.



I see no justice in your public opposition to my report devoted to Chebyshev. It is unfair to interrupt a man
who only opened his mouth to speak, and to accuse him when he still wants to continue his speech. I shall of
course have to repulse your attack in press even though the periodicals will regrettably be loaded with
special incidents again and again. But what can we do if academicians like such relations and customs!

References
Nekrasov, P.A. (1899), The boundaries of the errors, etc.
7. Nekrasov — Markov, 18.12.1898, 53, No. 12

After acquainting myself with the poor quality of the articles (1898; 1899) {Markov} sent to me, I find
that their author had quite deserved a public protest against his actions.
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--- (1899), The law of large numbers and the method of least squares.

8. Nekrasov — N.F. Dubrovin {Permanent Secretary, Imp. Acad. Sci.; written after receiving an offprint of
Markov (1898) from its author}, 18.12.1898, 52, No. 1

I venture to inform you that [...]. Academician A.A. Markov had no moral right to publish this paper (or
another one, — Markov (1899)). If it is not too late, it is desirable to withdraw the first one from the
Academy’s periodicals; otherwise, to allow me to publish my protest in the Izvestia {of the Academy}. In
corroborating the validity of these desires, I have the honor to report [...]

In August of this year Professor [...] B.Ya. Bukreev [...] read out my summary at the Congress [...]. It
was published at the same time (Nekrasov 1898) and its offprints were sent out to many Russian
mathematicians including Markov [...]

My summary contains a briefest statement explaining in what domain I had accomplished my works.
These are intended for publication, which I am compelled to postpone for the time being because of putting
my calculations in order. [...] {The summary} contains only a naked indication of my findings (partly
absolutely new, partly old ones, but demanding explanation and development). I posses their demonstrations,
but have not provided them and promised to do so at publication.

In making such a statement to the Congress, I confided in the protection of the scientific community,
hoping to ensure the possibility of at least completing my work calmly and free from those encroachments
upon it which occur in the absence of scientific bodies when sometimes homo homini lupus est. Everywhere
in the scientific world such a statement is usually sufficient for preventing anyone from pushing the toiling
scientist away from his path and wilfully occupying his place.

It is self-evident that my summary, aiming at such goals, could not include because of its brevity either a
listing of the contributions of my predecessors, or an explanation of their relation to my work. However,
among all of them, I felt it necessary to single out the name of Academician Chebyshev, to devote my
summary to him. Such a summary should hardly have been subjected to any criticism with respect to its
contents since my work was still to be expounded.

Nevertheless, Markov came out against it in his correspondence with me accusing me of injustice to the
late Chebyshev, distrusting my conclusions and doubting the correctness of my proofs, still unpublished. For
my part, [ have confirmed, in this correspondence, that I mean to publish my proofs after which he will be
able to judge them. It occurred, however, that Markov did not want to wait and acted absolutely otherwise.
In his papers mentioned above, which were prompted by my summary and the relevant correspondence, he
published his proofs of what was both accomplished by me in a somewhat different form and stated to the
Congress in my summary. Namely, Markov offered a proof of the well-known theorem by which Chebyshev
had substantiated the method of least squares and which was not yet proved with all rigor and in such
generality. True, [ have thus lost only some part of my findings rather than all of them. However, if my just
interests will not be defended, then I fear that Markov will take advantage of his standing as well as of my
credulity that guided me, when I openly stated the plan and the results of my investigations to the Congress,
and deprive me of all the rest by pushing me away from my contemplated path here also. I protest against



Markov’s actions and I am asking the Academy of Sciences to defend me, to prevent Markov from using its
periodicals against me as a tool for attaining undesirable goals.

However, my protest is not confined to this end. After being informed by a letter from Markov that he
intends to come out with the abovementioned papers, I have again asked him not to interrupt the course of
my works and to give me the opportunity of expressing myself completely. In reply, I have received an
indecent postcard showing that Markov had understood my request in a very peculiar manner. Don’t worry,
he wrote, how can I mention works that do not deserve any attention? I pass them over in silence. It is
obvious therefore that I am pushed away from my path in a most inadmissible way. I am prepared to pay but
little attention to the rudeness of this phrase since it humiliates to a greater extent those who utter it than
those to whom it is addressed. I cannot, however, fail to protest against Markov’s actually silencing my
works which I stated in my summary. The result of this will be that the scientific community, reading the
periodicals of the Academy, will attribute to Markov priority in that, to what he is not entitled. Such a
deliberate failure to mention my works even more violates both my rights and academic decency. [...]

The mathematical section of the Congress [...], attended by many most competent experts, appraised my
summary differently and expressed its thanks to me in writing (the Jnesnux (Diary) of the Congress, p. 329).

Addendum, n.d., 52, No. 6

Markov informs me that he had not borrowed anything from my works, and that his first letter to Prof.
Vasiliev [...] ! was written before he received an offprint of my summary. I regard it as a debt of justice to
explain that I have never thought to declare that he had borrowed something from my proofs (not yet even
published). Nevertheless, in my opinion Markov should not have published his own proofs either, since he
knew that I had obtained the same results before he did, and declared to the Congress my intention of
publishing them.

Markov’s first letter to Vasiliev is dated 23 September whereas my summary dated 3 August was read out
on 26 August. Lastly, Markov had received its offprint not later than on 1 October, — that is, before his
papers were published. Given these circumstances, he could not have failed to understand the situation and
was able to postpone the publication of his papers. [...]

Independently from this, Markov in all probability came to know about the existence of my summary even
before he received its offprint since it was mentioned not only in the Diary of the Congress, but also in
various newspapers not excepting the Novoe Vremia. In addition, those participating in the Congress from all
the university cities (including Petersburg) could have informed Markov in more detail about the contents of
my summary. [...]

I am greatly interested [...] in the aspect of principle [...]. As far as I know, editors of serious foreign
scientific periodicals do not allow {their} authors such a deliberate wilfulness. [...]

Notes

1. {Markov’s paper (1899) is composed of extracts from several of his letters to Aleksandr Vasilievich
Vasiliev (1853 — 1929), then at Kazan University; his works pertained to the theory of functions of a real
variable and history of mathematics. All the letters were dated. }
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Nekrasov, P.A. (1898), The general properties of mass independent phenomena, etc. Translated in this
book.

9. Markov — Konstantin Konstantinovich Romanov {President, Imperial Academy of Sciences}, Dec.
1898, 52, No. 7

Your Imperial Highness,
N.F. Dubrovin, the Permanent Secretary of the Academy of Sciences, has sent me copies of three letters
written by Nekrasov and informed me that Your Highness will be pleased to receive from me a written



explanation with regard to their subject-matter. I flatter myself with hope that Your Highness will find the
desired explanation in the lines below.

1) Nekrasov’s letters are a combination of unbelievable demands with contradictory and groundless
arguments.

2) Nekrasov would desire to forbid me to criticize his summary, and, at the same time, he is dissatisfied at
my not having mentioned it. I, however, am thoroughly convinced that Nekrasov’s summary cannot be cited
without remarking that some of its propositions are well-known and badly formulated by him and that the
other ones are doubtful; and it is also doubtful that the author has their rigorous demonstrations at hand.

Neither is it possible to refer to Nekrasov’s summary without indicating that, being devoted to the
memory of Chebyshev, it mentions one of his memoirs leaving without attention the other one, closer to it in
subject-matter.

3) To refute my opinion that his summary does not deserve attention, Nekrasov offers the following
reasoning: {his letter to Dubrovin, see p. 89 above}: The mathematical section [...] appraised my summary
differently and expressed its thanks | ...]. This argument cannot be regarded as convincing even if admitting,
as Nekrasov states, that many most competent experts have attended the Congress. Indeed, he himself {p.
88}says: Such a summary should hardly have been subjected to any criticism |[...].

A summary that cannot be criticized, cannot be adequately appraised either; and, without an appraisal, the
gratitude mentioned by Nekrasov is only an act of politeness and proves absolutely nothing.

4) Nekrasov’s statement that my opinion described above was expressed so as to justify some wilfulness
does not agree with the truth. This wilfulness only exists in his imagination and I do not therefore have to
defend it.

5) I could have replied in kind to the passage from my indecent, as Nekrasov says, letter quoted by him.
However, such usage of private correspondence seems indecent to me. I shall only indicate that he probably
forgot the contents of his letter when he resolved to declare that the passage was an answer to his request not
to interrupt the course of his works. I ought to say that his request is absolutely inappropriate especially
now, when Nekrasov became acquainted with my papers (1898; 1899) !

6) The superficiality of Nekrasov’s claims is proved by his own words {p. 89}: In his papers|...] which
were prompted by my summary and {our} correspondence, he published {my discovery. He} offered a proof
of the {Chebyshev theorem }that was not yet proved with all rigor and in such generality. Elsewhere {p. 90}
we read: I regard it as a debt of justice to explain that {Markov had not} borrowed something from my
proofs (not yet even published). It follows that he deals with a well-known theorem and that its proof
expounded by me was not borrowed from Nekrasov. For the sake of a better understanding, I consider it
useful to note that I borrowed the formulation of the theorem from that Chebyshev’s memoir (1891) which
Nekrasov had not mentioned. To the conditions stipulated by Chebyshev I have only added one more
without which the theorem can lose its validity as shown in my paper (1899). I could not have borrowed this
condition from Nekrasov’s summary which does not mention it. I conclude that, since this condition is
lacking there, he does not possess a rigorous proof of the theorem; its non-rigorous demonstrations are
known for a long time now.

7) Modifying his claims in his additional letter, Nekrasov {letter to Dubrovin, p. 90} says:[...] Markov
should not have published his own proofs either, since he knew that I had {already} obtained {them} [...].
These words do not agree with the truth since my papers (1898; 1899) do not contain any finding about
which it would have been possible to say that it was derived by Nekrasov, and that he declared his intention
of publishing it to the Congress.

8) Nekrasov’s statement that my papers are prompted by his summary and letters is refuted by the fact
that, both in subject-matter and methods, these papers adjoin my previous works and are far from his
contributions published to this day. Furthermore, already in 1895 I have clearly indicated the essence of my
paper (1898).

Note
1.{This sentence is crossed out in the original manuscript. }
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--- (1898), Sur les racines de 1’équation, etc.
--- (1899), The law of large numbers and the method of least squares.

10. Nekrasov — Markov, 20.12.1898, 53, No. 13

I consider it my duty to notify you that I have lodged complaints with the Permanent Secretary of the
Academy of Sciences and the Kazan Physical and Mathematical Society ! against your wilful attitude towards
my works which is inadmissible according to the generally accepted behavior among scientists and which
consists in publishing that, which forms a part of my completed but not yet published works. I was unable to
devise any other means for protecting myself against your encroachments upon my works. And, above all, I
could not count on your voluntary amendment of the harm that you caused me. I shall be glad, however, if you
will voluntarily satisfy me by supplementing your publications (1898; 1899) with adequate explanations. You
will get to know about the substance of my claims in more detail from the Permanent Secretary. [...] 2

Notes

1. {Markov’s paper (1899) was indeed published in the periodical of that Society. Nothing is known about
Nekrasov’s complaint with the Kazan Society.}

2. {Nekrasov added a few lines discussing the debates that followed Kovalevskaia’s study of the rotation of
a solid about a fixed point. Markov was prominently involved in these, see Tsykalo (1988, pp. 73 — 74).}
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11. Dubrovin — Markov, 26.3.1899, 54, No. 1

Our Imperial President instructed me to ask you to soften somewhat the expressions in your statement about
Nekrasov’s article. His Highness considers your expressions unfit for the minutes of the Academy and would
have preferred to replace them by those words which he wrote on the appended proofs.

I venture to hope that you will find it possible to consent to this request. I would have come personally to
discuss this subject with you, but I do not feel myself well enough and am therefore compelled to trouble you
with this message. I shall wait for your answer and for the return of the proofs now being sent.

12. Nekrasov — Markov, 24.12.1898, 53, No. 15

I do not grudge your borrowing something from my works; but I feel bitter because you partly pushed me
away from my path which I had previously announced at the Congress (on 26 August) thus accomplishing
some of what was already done by me but not yet published. My summary was read out at the Congress by
Bukreev and announced in the Diary {of the Congress} and in various newspapers (not excepting the Novoe
Vremia) before you wrote your letter to Prof. Vasiliev !

Although I have not mentioned a number of memoirs of my predecessors, the Chebyshev paper not
excluded, this cannot be compared {?} since, as I have explained it more than once, the publication of my
works, where all of them will be mentioned, is forthcoming. In addition, nothing can be taken from Chebysheyv,
whereas all my work could be taken away from me since it was trustfully reported to the Congress but not yet
published. Anyone, who does not respect the customs of scientific bodies, can take all my findings away from
me profiting by my credulity as well as by the special conditions that do not allow me to publish my completed
works too quickly.

True, you took away from me not the most important part at all since my works extend much further by
indicating not only the limits of magnitudes, but also the deviations from the limit. But who may guarantee that
you will not win over from me these parts as well since I have no time to publish them right now?

I cannot fail to say that you (1899) % have expressed many vague and even strange statements.

Notes



1. See Note 1 to Letter 8.}
2. {Nekrasov mentioned two pages that followed the long passage from the Gauss letter to Bessel. }
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13. Nekrasov — Markov, 2.1.1899, 53, No. 17

How can I make you to understand that all your instructions about my report, about its missing portions and
your relevant doubts constitute a premature and unmannerly intrusion upon another’s work now under
publication. I explain once more: My report is only the beginning of a discourse on my accomplished works
meant for publication. It is only a heading, and, as such, it plainly cannot be of a desired comprehensiveness.
Instead of patiently waiting for me to complete the publication of my works before judging their missing parts
and shortcomings, you are intruding upon them with your unbidden instructions to which it is difficult to
answer anything, and even demanding gratitude for all this. These uninvited good deeds are bad in that you
benefit me by my own money that I already had in my pocket. Furthermore, in your articles you have published
what I had previously accomplished in another form and thus impudently pushed me away from my path which
I had previously claimed. [...] 1

Thus, intrusions (sometimes successful, sometimes not at all) on the domains of others is your speciality
rather than mine. Even your Master’ s dissertation % was, according to my conviction, an intrusion (although
successful) in the domain of Chebyshev and Posse 3,

Notes

1. {I have again (see Note 2 to Letter 10) omitted a few lines concerning Kovalevskaia. }

2. {See end of Letter 5.}

3. {Konstantin Aleksandrovich Posse (1847 — 1928) worked in mathematical analysis and the theory of
functions. }

14. Nekrasov — Markov, 18.4.1910, 53, No. 11

I agree that it is time to discontinue our private correspondence because of its uselessness and the exhaustion
of all that was possible and necessary to say by each of us. I shall, however, consider it a matter of honor and
justice to strive for publishing the “Necessary explanations” caused by the note (1910) where Academician
Markov discredits my works in which everything essential is true and preserves its worth !

I personally feel no animosity towards my opponent. On the contrary, I wish him all the best.

Note

1. {Nekrasov’s “Necessary explanations” were hardly ever published. }
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15. Nekrasov — Markov, 20.4.1910, 54, No. 2

I can only sympathize with Markov’s desire to publish the entire correspondence which clears up much since
I prefer publicity of discussion to decisions made in private. [...]

In all justice, my note, “A necessary explanation”, relating to the foundations of the law of large numbers,
should be published in the same journal as was (Markov 1910). And perhaps Vasiliev, who is able to
understand our correspondence, will publish it [...]

I am asking you to show this letter also to Vasiliev so as to find out who of us should visit Bekhterev *.

Note



1. {Vasiliev was mentioned in the Note to Letter 8. V.M. Bekhterev (1857 — 1927) was a psychiatrist and
neuropathologist. }
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16. Nekrasov — Markov, 20.12.1913, 55, No. 5
{The beginning of this letter is translated in part 2}

[...] The term pure mathematician, although recognized in our vocabulary, yields to definition with
difficulty and is not interpreted by our mind in an unique way. If it means pure observer, would not then
mathematics become too subjective, and, like metaphysics, not compulsory to anyone? Should not exactly the
theory of probability be not too pure a mathematics so as to throw a bridge from subjectivism to external
reality, a bridge travelling through experience? Statistics is cumulative experience !

I intend to go to Moscow, and can continue the correspondence with A.A.M. after returning back.

Note

1. {On Nekrasov’s philosophical views about probability see also Letter 3 in Part 2 and his own letter to the
mathematician K.A. Andreev of 7 March 1916 (Chirikov & Sheynin 1994, pp. 160 — 161). In the second case
Nekrasov stated that the theory of probability was the foundation for a sweeping mathematical induction in the
area of moot but vital problems (Poincaré, Pearson, N.A. Umov). Umov (1846 — 1915) was an eminent
physicist, but his contribution to the theory, if any, remains unknown. }
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17. Sergei Oldenburg (Academician, Permanent Secretary, Imp. Academy of Sciences) — Markov,
5.11.1915, 57, No. 1

Physical and Mathematical Department, Extract from Proceedings
14 Oct. 1915, §494
5 Nov. 1915, No. 2095

494. The Member of the Council of the Minister for Public Education , Privy Councillor P.A. Nekrasov
[...], in his letter of 29 Sept., had informed the Vice-President that:

During many years I am engaged in a scientific debate on the theory of probability and differential and
integral calculuses with Academician A.A. Markov 2 with whom Prof. K.A. Posse partly sides. I side with the
schools that were headed by Academician V.E. Imshenetsky and Prof. N.V. Bugaev who defined the principles
of mathematics in a different way.

The stages of our polemic can be discerned in the appended papers Nekrasov (1915a) and in Nekrasov
(1915b). In addition, the records of the Physical and Mathematical Department of the Academy of Sciences
contain my protests of 1898 and 1910 against Markov’s wrong attitude towards my report (1898) which
includes a critical review of the relation of Chebyshev’s great theorem on mean values to his second theorem
(Chebyshev 1891). Markov then published his modified form of the Chebyshev’s second theorem (1898b;
1899) concealing from his readers that his modification was a corollary of my report.

For my part, I do not at all, and shall not keep away from continuing our scientific dispute provided that it
will be carried out by generally accepted academic means. The matter, however, is that, independently from the
debate in the press and scientific bodies, Markov, beginning with 1898, worries me out with a great number of
rude postcards 3. He had failed to comply with my long-standing request to quit sending me such postcards,
but, until it remained possible to consider the nature of his sharp words if only barely endurable, I had to



answer him, attempting, on the one hand, to keep as precisely as possible to his expressions, and, on the other
hand, not to raise the degree of their sharpness. The latest postcard, in which, in spite of its extreme sharpness,
I still grudgingly considered it possible to answer, and my answers were as follows.

Postmark 25 Sept. of this year. If P.A.N. does not desire to keep for himself the title of slanderer, he will
take into account the following information. In A.A.M’s lectures (1898a) it is said, on p. 42: It is important to
remark that we do not reckon zero, the limit of an infinitesimal, among the set of its values”. The same is said
on p. 50 of the edition of 1901 — 1902 *. No signature.

My first reply postcard of 26 Sept.: If A.A.M. will not take back his published slander contained in his
pamphlet (1912) and in (1915), then he has no right to cite his lithographed lectures which P.A.N. is not
compelled to know. Is it not a scandal that A.A.M. says one thing in his lectures and something else in his
polemic attacks. A.A.M. got muddled up in semitruths and won’t hear of the connections between the parts of
the tree of science. There exist two prototypal kinds of infinitesimals rather than one kind since there are two
types of changes, unbroken and discrete (N.V. Bugaev).

My second postcard of the same date: I shall mention A.A.M’s information about the definition of
infinitesimal as given in his lectures of 1898 and 1901 — 1902 in my next paper, but along with indicating
another definition (the true one), offered by N.V. B — v and me 5,

The substance of Markov’s reply postcard postmarked 26 Sept. was such: I am not interested in the absurd
definitions put forward by N.V. B — v and P.A.N. I hope that the slanderer P.A.N. will not be allowed to
publish any other paper: he had already sufficiently revealed himself. All that, which is contained in Markov
(1912) as well as in Markov (1915), is true. P.A.N. is not compelled to hear about my lectures, although he
should have learned the principles. However, only an unsensible or a foul person can attribute to me statements
that I never uttered. A.M.

Having objections to the essence of this postcard, I do not answer it since the form of the expressions
contained there is already of a definitely criminal nature which might be considered, independently from the
problem about the infinitesimals, in the chamber of a Justice of the Peace. I believe, however, that an appeal to
a Justice of the Peace, so as to stay the intolerable form of debate adopted by a member of the Academy, is not
proper for a member of the Council of the Minister of Public Education because of the high standing of their
institutions. Therefore, I have the honor of asking most humbly Your Excellency to discuss two questions by
the Collegium {?} of the Academy:

1) Is the usage of rude and abusive expressions, which Markov permitted himself to make in his postcard of
26 Sept., compatible with his status of member of the Academy of Sciences?

2) Can the Collegium {?} of the Academy of Sciences ensure me that in future Academician A.A. Markov
will restrain himself from writing me insulting letters? Only such kind of a guarantee can make it possible for
me to abstain from the abovementioned less desirable means of exerting influence upon him.

I beg to inform me about the subsequent events. I have sent a copy of this letter to His Excellency, the
Minister of Public Education.

It is resolved to answer P.A. Nekrasov that the Academy cannot engage in problems having to do with the
private correspondence and polemics of its members. It is also resolved, according to a proposal put forward by
Academician A.A. Markov, to constitute a Commission for discussing some problems touching on the teaching
of mathematics in school. The following academicians are elected to the Commission: A.A. Markov, A.M.
Liapunov, V.A. Steklov; and Corresponding Members D.K. Bobylev, N.Ya. Tsinger, and A.N. Krylov. The
Permanent Secretary is charged with assembling the Commission which will then elect its chairman.

Permanent Secretary, Academician Sergei Oldenburg

Notes

1. {The appropriate modern term would apparently be ... Council of the Ministry ...}

2. { A few years before that Markov and Nekrasov agreed to discontinue their correspondence (see Letter
14). Obviously, however, letters were still being exchanged between them. }

3. {Nekrasov (1916) soon published six of the latest ones (1915 — 1916).}



4. {Markov became member of the Commission mentioned at the end of this letter. It published its report
(translated in this book) where (p. 72) Markov’s qualification remark about the values of infinitesimals was
explained by considerations of convenience. }

5. {B — v stands for Nikolai Vasilievich Bugaev (1837 — 1903) who worked in mathematical analysis and
number theory, was a partisan of discrete mathematics and a philosopher and Nekrasov’s teacher. Nekrasov
hardly ever hesitated to use such loose expressions as true definition. Cf. Note 2 on p. 28 and Notes 3 and 4 on

p.-51.}
References

Chebyshev, P.L. (1891), Sur deux théoremes relatifs aux probabilités.

Markov, A.A. (1898a), Jugepenyuanvroe ucuucnenue (Differential Calculus).

--- (1898b), Sur les racines de 1’équation, etc.

--- (1899), The law of large numbers and the method of least squares.

--- (1912), A rebuke to Nekrasov. Translated in this book

--- (1915), On the draft of teaching the theory of probability, etc.

Nekrasov, P.A. (1898), The general properties of mass independent phenomena.

--- (1915a), Theory of probability and mathematics in high school.

--- (1915b), Reply to K.A. Posse’s objections.

--- (1916), Cpeonsasn wxona, mamemamuxa, u m.0. (The High School, Mathematics and Scientific Training of
Teachers). Psb.

Part 2
The Method of Least Squares; Reactionary Views;
Teaching of Probability in Shool

The Laplacean Theory of the Method of Least Squares Simplified by a Theorem of Chebyshev
P.A. Nekrasov
Foreword by Translator

Nekrasov is seen here as a very strange author. He attributes an interpolational application of the method
of least squares to Legendre; he wrongly describes the difference between Laplace and Gauss concerning
least squares; without offering anything new he claims to consider his subject more attentively than others
did; and he throws in a few financial terms apparently believing that he thus fosters the application of the
theory of probability to economics.

Below, I also include translations of four of Nekrasov’s relevant letters to Markov.
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[1] The method of least squares that is used for determining a group of v unknowns x, y, z, ..., w on the
basis of a very considerable number m of observations (m > v) has a three-fold application in accord with the
opinions of Legendre, Laplace and Gauss (Tsinger 1862). Legendre’s point of view is interpolational; it has
no regard to the theory of probability but it concerns other branches of mathematics. For example, it is
applied for determining the parameters A, y, ... of an interpolational function F(x; A5 u; ...) of the
variable x by means of a given group (of a table) of the values of an empirical function (Laurent 1908). It has
to do with the mathematical formulation of the empirical laws of nature expressing a smooth course of
variation that admits the application of analytic functions to the abovementioned formulation.

Laplace and Gauss, however, issuing from differing points of view, applied the method of least squares to
problems closely connected with the theory of probability. The difference of these points concerns both the
moment of the discussion {of the observations} and the chronological sequence of the facts. Laplace justifies
the method for future observations, — he reasons as a quantity surveyor, — whereas Gauss substantiates the
same method on the basis of made observations, — he is able to revise the facts, to collate suppositions with
reality and to apply the doctrine of posterior probabilities.



The Laplacean theory of the method of least squares was developed by Cauchy, then by Bienaymé,
Tsinger (1862), Laurent (1908), Chebyshev, Sleshinsky (1892), Markov (1899) and others. Because of the
involved derivation that Laurent bases on the use of the Dirichlet discontinuity factor, this theory is known
to be restricted by assumptions sometimes kept back. It is possible to simplify this derivation of the method
and to separate clearer the doubtful from the certain by means of the Chebyshev theorem from his memoir
(1867). This theorem is distinguished by its distinctness and simplicity of its demonstration.

[2] Here is a simplified derivation of the method of least squares. Let the system of initial equations be

ax+by+...+pw—-4L=0,k=1,2,....m (D)
where /i is the result of observing the linear function
axx + by + ... + piw
of the unknowns x, y, ..., w and & is the error of the respective future {?} observation. The probability ¢x

(0x) d & that the error 0, will take a definite value depends on the nature of the observations. The type of the
function @y (8;) remains undefined; however, let the observations and the measured forms of functions be

such that the observations are independent one from another and the expectations of the errors 91,02, ..., On
are zero, 1.e.,
S(Pk(Sk)Sdek=0,k=1,2,...,I’I’l (2)

where the integrals S extend over all the possible values of the variable d; which constitute a discrete or
continuous series.

Let the expectations of the squares of the errors remain always finite and not exceeding a given boundary.
Denote them by M;:

Mi=S @ (80) 87 dd, k=1,2, ..., m. (3)
We note in passing that the numerical values of the errors 0, 8y, ... and therefore of the magnitudes M;, M>,
... depend not only on the functions @ (8) but also on the choice of the units of those concrete phenomena
whose values are denoted by symbols x, y, ... 'A large unit decreases the absolute values of both 6, and M;;
an s-fold decrease of the unit increases M by the factor of 5%,

Multiply each of the equations of the system (1) by an indefinite multiplier A4 and add up these equations
{these products}. We obtain the equation

xz akkk+yz bkkk+...+wz pkxk_z lk}\«k:Z 8/{7% (4)

Introduce then new conditions

Z akkk:m,z bkkk:...zz pk}ukZO. (5)

They connect only v of the indefinite quantities A;, A, ..., A,;; the rest (m — v) of them remain yet
arbitrary. Owing to the conditions (5), the equation (4) becomes

x=(Um)D I+ (Um)D. Sie=(1Um)Y. ik + (Alm), (6)

A= 517&1 + 627\,2 + ...+ 6,,17\,,,1. (7)

Applying the theorem of the Chebyshev memoir (1867), we denote a given positive and very small
number by #; and we suppose that the probability of the inequalities

—-t<Am<t (8)

is P. According to that theorem, P should satisfy the inequalities



1>P>1-(H/mb) )
where
H = (1/m)[ MiM? + Mols® + ...+ M\l (10)

Since ¢ is assumed to be very small, the quantity A/m, that, according to our supposition, satisfies the
inequalities (8), might be neglected so that the equality (6) will become

x=(1/m)D I (11)

For this solution to correspond to the highest value of the probability P it is necessary for its lower boundary
indicated in the inequalities (9) by

K=1-H/mi (12)

to take its maximal value 2. Here, we consider K as a function of the variables A;, A, ..., A,, connected by
conditions (5). This conditional maximum of the quantity K also corresponds to the conditional minimum of
the function H as defined by the equality (10).

When determining the conditional minimum of the function H in accord with the well-known plan {!}, we
shall at first calculate the absolute minimum of the function

H—X(Z ak?»k—m)—YZ bkkk—...—Wz pkkk

where X, Y, ..., W are new, yet indefinite quantities, v in number, independent from the variables A, A, ...,
An. Later on we shall take into account the conditions (5).

Thus we find, in addition to system (5), a system of equations determining the sought minimum of
function H; indeed, we obtain the system of equations

2Mkkk:Xak+ka+...+ka,k:1,2,...,m. (13)

Systems (5) and (13) are in general sufficient for determining (m + v) quantities Aj, A, ..., Ay and X, Y, ...,
W. It is easy to eliminate the A’s after which we get the following system of v equations

XD (graadm) + YD (quab/m) + ...+ WY (grap/m) =1,
XD (gbra/m) + YD (gbibi/m) + ...+ WY (abipi/m) =0, ...(14)

for calculating the supplementary quantities X, Y, ..., W. Here, the quantities g, = 1/2M), k=1, 2, ..., m,
are proportional to the weights of the future observations.

Note that each coefficient of the unknowns X, Y, ..., Win each equation of system (14) represents the
arithmetic mean of the terms gx gx 7. If these terms are always finite, then, for any very large value of
number m, the system (14) generally (exceptional cases do exist) provide finite values for all the v unknowns
X, Y, ..., W. Consequently, system (13) will also furnish finite values for the A’s so that the quantity H
determined by equality (10) will be finite with K being very close to 1. It follows that the assumptions (8),
reducing the error (A/m) of the approximate equality (11) to a negligible quantity, will be almost certain.
This certainty, this high rate of confidence, is the main advantage of the derivation justifying the Laplacean
theory of the method of least squares. This justification is elementary, but with respect to rigor or generality
it is not inferior to less elementary substantiations.

[3] Exceptions to this general reasoning that disturb the standard (the rule) of the plausibility of the
justification (of the conclusion) occur when the determinant D of the system of linear equations (14) either
vanishes or is so close to zero that the A’s determined by systems (14) and (13) become infinite or very large
or indefinite.

In these exceptional and not infrequent cases, to which one or another paradoxical state of the conditions
and realization of the experiments or observations corresponds, the quantity K (see (12)) can evidently



deviate far from 1 thus lowering our rate of confidence in the conclusions. In other words, in such
paradoxical situations there exist sufficient grounds for perceiving in advance the unreliability of the
proposed derivation of the unknowns x, y, ..., w by the method of least squares, and, consequently, for
searching out other methods of {their} plausible determination and perhaps for modifying the conditions and
realization of the observations so as to exclude doubtful situations.

We have examined the method of deriving only one unknown, x. Repeating our reasoning, we can extend
the same method onto the other unknowns, y, z, ..., w by transferring them, one after the other, on the first
place. The expressions of the unknowns x, y, ..., w should still be identified with the Gauss formulas
obtained by the method of least squares; that is, we ought to show that these expressions coincide with the
formulas for those values of x, y, ..., w for which the function

g1812+ g2822+ . ngmz,

that includes the quantities &y derived from equations (1), becomes minimal. We convince ourselves in this
fact by comparing, in the generally known way, the indicated values of the variables with the derived
expressions for the unknowns. It follows that the Gauss method, issuing from another point of view, leads to
the same expressions for the unknowns x, y, ..., w. This formal (with respect to the algebraic expressions of
the results) coincidence of the Gauss and the Laplace methods corresponds in the best possible way to the
practical collation of the expected as formulated in the Laplacean sense of quantity surveying with the

reality in the Gauss sense of revision >.

Addendum

I have connected the well-known Laurent’s proof (1873) which he repeated elsewhere (1908) with a
theorem from Chebyshev’s memoir (1867) that simplifies this substantiation. I failed to recall Yarochenko’s
memoir (1893a; 1893b) that includes the same simplification, and I consider it my duty to correct my
oversight !

Independently from this simplification, which is due to Yarochenko, my article contains summary
indications of both normal and paradoxical cases occurring in the theory of the method of least squares. In
this sense my paper goes further than Yarochenko’s memoir °. These indications depend on the substantiality
of H and of the determinant D of system (14). I link these quantities with my own explication of the general
indications of such a connection of events when the Chebyshev theorem sometimes characterizes the
deviation of a complicated mass phenomenon which it described from the narrow conditions of the law of
large numbers; in other words, when it characterizes the instability or the catastrophism of that phenomenon.

In my book (1912, pp. 304 — 307; 318 — 319; 324 — 326; 338 — 339; 343) I explain in more detail, and for
dependent and independent variables, the notion of paradoxical and catastrophic cases as worked out by
means of the Chebyshev theorem.

Notes

1. { A hardly necessary remark. }

2. I ask the readers to compare this point of my reasoning with the appropriate point of the derivations
provided by other authors who apply either the Dirichlet discontinuity factor or other equally complicated
formulas.

3. {Nekrasov repeats his strange statement first formulated in the beginning of his memoir. Also see his
letter to Markov of 20 Dec. 1913 below. Laplace assumed a large number of observations and issued from
his non-rigorously proved central limit theorem whereas Gauss introduced an integral measure of precision
(the variance) as his criterion for treating a finite number of observations. }

a4. {The first to connect the method of least squares with the Chebyshev theorem was Usov (1867).}

5. {Indications concerning special cases were generally known at the time. }
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Unpublished Letters from Nekrasov to Markov on the Method of Least Squares
Archive, Russian Academy of Sciences, Fond 173, Inventory 1

{The additional numbers, e.g., 55, No. 4, show the place of the letters in Fond 173}
1. 18 Dec. 1913, 55, No. 4

I think that we should not speak categorically either about an absolute validity or a complete unfitness of
the derivations justifying the theory of the method of least squares because the theory of probability as a
foundation of these derivations generally leaves room for an indefinite precise analysis. I, for my part, attach
indefiniteness to the derivations contained in my paper and A.A.M. will easily see this in the lines which I
underscored on the appended offprint of my paper (p. 6). In the applications of the Chebyshev theorem it is
in general necessary to distinguish and examine a priori the normal cases conforming to the laws {of nature}
and paradoxical instances not complying with the laws {?}. I differ from Yarochenko and Tichomandritsky !
and many others in having this spirit of doubt and investigation, of critical attention.

Taking into account the exceptions indicated in my paper, I do not see why A.A.M. thinks that the
reasoning there provided will not do at all. It will do for something!..

The theory of probability mainly creates supplementary and indirect judgements and patterns, valuable
and necessary together, or in connection with other data and with the conclusions made by the exact natural
sciences.

2.20 Dec. 1913, 55, No. 5

In the normal case the maximal value of K will be close to 1 because, if the given ¢ is too small, the
standard requirement of the method of least squares includes the assumption that m is sufficiently large for
ensuring the smallness of H/mr*. Your objections are correct but they concern either a paradoxical realization
of the experiments (the determinant D is close to zero) or the case of an insufficiently large number m.

I distinguish the points of view of Gauss and Laplace by the moments with regard to the experiment: the
first one is posterior, and the second one is prior. It is more opportune to judge a posteriori because more
data are available, but this point of view is delaying, it lags behind, drags after the event 2

3. 14 Jan. 1914, 55, No. 7

In a letter written in December, A.A.M. examines the lines of my paper {examines the sentence that
includes formula (12)}. He perceives there a mistake made by Yarochenko and me. Studying it, A.A.M
himself established some kind of a connection between P and K, and, issuing from the indicated lines,
cooked up a syllogism of Russian thinkers: if

1>P;>09,1>P,>0.8, (A)

then

P, > P,. (B)



Not only a Western, but even a Russian thinker will certainly not resign himself with such a syllogism.
However, it does not follow from the examined lines that a functional connection exists between P and K,
the less so a monotone connection. On the contrary, no definite functional dependence is assumed.
Consequently, inequalities (A) cannot lead to a compulsory inequality (B); P, < P, and P = P; are also
possible.

The word highest in the accused lines above are too laconic, it should have been replaced by a dictum {!}
which evidently follows from the context of the entire paper and expresses the idea that the unknown and
indefinite quantity P is closer to 1 and tends to 1 as m increases to oo.

4. 16 Jan. 1914, 55, No. 9

Don’t cast lies on Prof. Yarochenko & Co. A.A.M. attributes such syllogisms to Yarochenko that cannot
be drawn from his works as their necessary corollaries. A.A.M. mistakenly considers the writings of those
mathematicians who do not agree with him as a crime against mathematics. The dogma of justice, courts and
policemen is needed for distinguishing between crime and virtue, but mathematics does not require this. Let
A.A.M. explain who indeed are the judges and policemen in mathematics and where are its legal dogmas.

I think that mathematics is guided by logic and criticisms formulated by pure intellect that does not need
to bring criminals to court or to encourage virtues. Mathematics only requires proofs and fundamental
definitions (axioms) which precede demonstrations. And axioms are admitted or otherwise voluntarily,
without any compulsion or legal auto-da-fé 3,

Notes

1. {Nekrasov apparently referred to Tikhomandritsky, M.A. (1898), Kypc meopuu eepossmnocmeii (Course
in Probability Theory). Kharkov.}

2. {See the end of this letter in Part 1 of this book. }

3. {Markov wrote stupid across the last lines of this letter. }

The Theory of Probability and the Struggle against Sedition
V.1. Bortkevich (Ladislaus von Bortkiewicz)
Foreword by Translator

This paper is interesting fort two reasons. First, it describes Nekrasov as a (petty) philosopher and a
reactionary thus complementing our acquaintance with this prominent mathematician. Second, the author was
an outstanding statistician whose thoughts about Nekrasov (and thus his general political viewpoint) remains
unknown outside Russia. Moreover, even in his former homeland his paper was hardly read since it appeared
abroad in a rare periodical, and, even so, apparently only in some of its copies.

I myself have seen two copies of the journal in question which did not contain Bortkevich’s article, and one
copy, in the rare books department of the Russian National (former, Lenin State) Library, including it. The
article was signed by a single letter “B” but later on Bortkevich (1910, p. 353) claimed his authorship. My
present copy is a photostat duplicate of a copy previously possessed by B.I. Karpenko, a student of Chuprov,
and kindly made for me by Dr. A.L. Dmitriev (Petersburg).

Bearing in mind my general aim, I decided that a large part of the paper below is not really interesting;
however, because of Bortkevich’s importance, and the obvious difficulty in getting hold of this source, I am
reprinting the portions, omitted in the translation, in the original Russian.

The spelling V. L. (Vladislav losifovich) Bortkevich conforms to the Russian version of his name; from 1901
he lived and worked in Berlin as Professor at the present-day Humboldt University.
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[1] In governmental and security circles it is long since being usual to distinguish sciences according to the
degree of their loyalty. In olden days the natural sciences were considered as the most dangerous, but in our
time the same property is attributed to social and state sciences. The former professor of mathematics at
Moscow University and at present the curator of the Moscow educational region, P.A. Nekrasov invented a
peculiar method of rendering them harmless in the political sense and of directing them to the true path of
serving orthodoxy, autocracy and national unity ! In his booklet, he (1902) appears as a convinced partisan of



applying the theory of probability to studying social phenomena. This idea is not new, and, generally, the
author’s arguments in its favor are not original since they are of a theoretical nature.

His deliberations on the various kinds and degrees of dependences between phenomena in Chapt. 1 deserve
relatively most attention. It is striking, however, that the author did not at all see fit to have a look at the special
literature on the philosophy and logic of probability theory, or, what is even more surprising, at later works on
its application to statistics. At least by reading Czuber (1898; 1902 — 1903) Nekrasov could have become
convinced in that, beginning with the time of Quetelet, this domain had not remained in stagnation and that
others have already achieved the revision of the foundations of Queletet’s social physics 2 and, for that matter,
much more successfully as is proved by certain positive results about which Nekrasov evidently has no
information.

And, excepting some items, even the earlier special literature about Quetelet remained unknown to
Nekrasov. Had he been acquainted with the pertinent writings, To OH U He ymaJl Obl, UTO OTKPBIBAET AMEPUKY
CBOMMHU YKa3aHUSIMHU Ha IPUCYTCTBHUE B TpyAax Kerie 31eMeHTOB, 0TYaCTH MPOTUBOPEUAIINX TOUKE 3PCHUS
MO3UTUBU3MA TaK KaK JIaBHBIM JIaBHO KPUTHKOU ObLJI0 00palieHo BHUMaHHUE Ha CYLLECTBEHHbIE
HETOCJIeJ0BAaTEIbHOCTU U TPOTHUBOPEUHs Kak Bo B3rasnax Kerse, Tak u B cnocobax ux BelpakeHus. Ha aro,
MEXy IIPOYHM, YKa3bIBaeTcs U B Teopuu cmamucmuxu SIHCOHA, KOoTOpOoro r. HekpacoB coBceM HampacHo
ylpeKaeT B nepenenke yueHus Ketie «Ha no3utusHsIM gaa» (c. 9). Mexay tem cam
Nekrasov is guilty of quoting Quetelet in a biased manner. He passes over in silence such well-known
pronouncements as ce qui se rattache a l’espéce humaine considérée en masse est de l’ordre des faits
physiques — u3pedenus, 00papy>KMBaIOIIETo BCIO THICTHOCTh ycminii r. HekpacoBa nokasats, uto «Ketine u
3I0CCMUIIBX BIIOJIHE OJHOPOIHBI MO (GHIIOCOPCKUM B3TIfAaM» (TaM Xke). YBIIeUeHUE aBTOpa 3I0CCMUIIBXOM U
OTTUHT€HOM, KOTOPbIE MPUMEHSUIH K UCCIIEI0BAaHUIO OOIECTBEHHBIX SIBJICHUN IO CTATUCTUUECKOMY METOlY
TEOJIOTHUECKYIO TOUKY 3PEHUS, HaBPsI/I JIU BBITEKAET U3 TOT0, YTOObI OH MPU3HABAJ UX HAYUHble cXxembl 0oliee
COBEpIICHHBIMU CPABHUTEIBHO CO CXEMON MO3UTUBUCTOB, K KOTOPO OH OTHOCUTCS CTPOro KpuTHuecku. Beap
1 310CCMUIIBXY, U DTTUHICHY COBEPILICHHO UYXKbl T€ HAYYHO-(PHUI0COPCKUE KOHIEMNIINHU, CBSI3aHHbIE C
Teopuel BEpOATHOCTEN, KOTOPBIMU TakK JOpOoKUT I. HekpacoB. Ckopee Bcero BbICOKAs OLIEHKA Ha3BaHHBIX
aBTOPOB CO CTOPOHBI . HekpacoBa 00BICHSETCS ero SIBHBIM IPUCTPACTUEM KO BCEMY 00’KECTBEHHOMY.

Tak, Bo MHOTHX MecTax Oporrtops (c. 105, 127, 133) uxer pedb 0 KU3HEONUCAHMUIX CB. MMOJBMKHUKOB U
MIOJIBUYKHHULL, PEKOMEH/IyeMbIX Ha IIEpBOM MECTE B YHCJIE HAyYHBIX MAaTEPHAIOB, JJOKEHCTBYIOLIMX JIEUb B
OCHOBaHHE OOIIECTBEHHON HayKu Oyaymero. OcoOeHHbIe HaIeK/ bl Bo31araeT aBTop (c. 79) Ha

PYCCKYI0 HAYKY O NPOSBNIEHUSAX 4eN08eUecKoll 0esmeabHOCmu
npuHAGULYI0 Om 3anada evlpabomanmvie um mouHbvle Memoobl,
uccreoyrowue suouMble U ocszaemvle nposieleHus: OyX08HO-HPABCMEEHHOU
CUTIbL 8 ee MACCO8bIX umo2ax, a om Bocmoka 6o2ouenogeueckuti npuHyun,
COCMAGNAIWUL CYWHOCb XPUCMUAHCKOU MOPATU U GbIPAZUGUIUIICS 6
npagociasHom eepoyienuu. Boobwe wupoma udeanbHo-peanbHo2o
Muposos3perus [udeanvruvim pearuzmom r. Hexkpacos (c. 78) Ha3pIBaeT
uoeanu3m, NPoOBEPeHHbIll ONbIMOM U HAOIHOOEeHUeM KOHKPEMHOL
Oeticmeumenvrocmu) 6 penueuu [?], 6 punocogpuu, 6 naykax
UCTNOPUYECKUX, IOPUOUYECKUX U 0OUECMBEHHBIX U 8 NCUXOTI02UYECKUX
obpazax nucameneti-xy004CHUKO8 OMMeuaemcsi 8 pyccKol tumepamype
KaK KOpeHHOU MOH Mol ee yacmu, Komopas. 0Cmandcb 6epHa HA4aiam
pyeckot scusnu. Crasanoguiram npunaonedxcum, Hanpumep, 6epHbill
8327150 HA CBOLICMBA PYCCKO20 UOEANbHO20 Peanu3md, NPo8epeHHO20
mulcauenemuell Hawel ucmopueti. SHameHumeriuiue u3 pyccKux nucameieu
uoeanvro- peanrvHoeo Hanpasienus (Ihywkun, I'ocons, I onuapos,
Ilocmoesckutl, epagh JI.H. Toncmoii u opyaue) ¢ eenuxum ycnexom
u306pazunu ompasiceHue U0ealbHO-PeanlbHbIX CEOLUCME Uel08eyecKoll OyuiU
8 xyodooicecmeenHvlx obpasax. Hawe usnodcenue enympenue cesasamo ¢
SMUM PYCCKUM MUPOBO3ZPEHUEM, KACAACH, 0OHAKO, 2]IABHbIM 00pA30M MOl
CMOPOHYBL €20, 8 KOMOPOLL uzpaen poib MamemMamuyeckoe Mepuo.

[2] Hackomnpko mpeTen3uu r. HekpacoBa Ha COTUAAPHOCTD C JTYUIINMH MPEICTABUTEIISIMA PYCCKON MBICIIH B
Hayke, punocodun u TuTEepaType OCHOBATENbHBI, BRIICHUTCS U3 JANBHEUIIETO U3JI0KEHHS €T0 B3TJISI0B.
Tenepsk ke HE MEIIaeT YCTAHOBUTD, YTO 110 YaCTHOMY BOTIPOCY 00 OTHOIICHHH ITO3UTUBU3MA U, TIPEXKJIC BCETO,



camoro KoHTa k mpo6iieMe o JBHKYIINX CHUIaX UCTOPHUYECKOro mpoliecca Bo33peHus r. HekpacoBa He HaXOIAT
ce0e MOATBEPKIEHUS, MEXK/Y IIPOYMM, CO CTOPOHBI T€X MPEACTABUTENEH PyCCKONH HCTOPUUECKON HAYKH,
KOTOPBIX OH, BEPOSATHO, XKeJajl Obl CYUTATh CBOMMHU €AMHOMBIIIJICHHUKAMU. Sl IMer0 B BUAY BEChMa
obcrositenpHyro cTaThio A.C. Jlanmo-/lanwmneBckoro B [Ipobaiemax uoeanusma 006 OCHOBHBIX MIPUHITUTIAX
COLIMOJIOTHYECKOM NOKTprHBI KOHTa, T/ie CoepKUTCS yKazaHue Ha To, uTo KOHT He TONbKO B CBOEH nosumuxe
OTBEJI BEChMa BUIAHYIO POJIb BOJIEBOMY Havally, «HO B CYIITHOCTH YK€ B CBOeM Kypce mpuai Boyie 3HaueHUE
YyTh JIU HE CAMOCTOSITENILHOTO (haKTOpa B SIBJICHUIX 00IIECTBEHHON ku3HU» (C. 428). [IpaBaa, 4to rmaBHOE
oOBuHeHue I. Hexkpacosa npotus KoHTa 1 no3utuBu3ma GopmMyaupyeTcst UM TaKUM 00pa3oM, 4TO OHU
UCKITIOYMIINA «U3 UCTOPHUECKOMN, SKOHOMUYECKON U FOPUINIECKON HAYKH» HE TPOCTO «BOJIO», & «CBOOOIHYIO
BOJTtO» (€. 73). Ho 3Ty cBOGOIHYTO BOIO T. HekpacoB omnpezesnseT uiv BepHee OMUChIBACT TAKUM 00pa3oM (c.
76):

C60600Has 60715 0OHUMAEM 3aKIIOUEHHble 8 OYULe YeTl08eKd TUYHbLE
camooosnerouue pasymMHvle NpuyUlbl, He 3asuciuyue (8 HeKkomopotul cghepe
Oeticmeust) Om NpoYUx CUl Uil NPUYUH, ¢ KOMOPbLIMU OHA COYEMAaemcst KaK
ocoboe Kpynnoe ciazaemoe.

B npyrom mecte (c. 128) roBopuTcs, 4T0 «cBOOOHAS BOJIS JODKHA TPAKTOBATHCS KaK 0c00ast ICUXUYECKast
CuJia, clararoulasics U3 BCeX NYIIEBHBIX CUJI (CEpAEUYHBIX U YMCTBEHHBIX) KaK UX PaBHOACHCTBYIOLIAS. »

Takum oOpazom, T. HekpacoB 4To 1 JoKa3bIBaeTCs TakKe €ro cchliikamu Ha JleiOonuia u Jlamnaca, B KOTOpPBIX
OH HaXOJUT MOATBEPKACHUE CBOEH TOUKE 3pEHMs, OTHIOIb HE SIBJISIETCSI CTOPOHHUKOM C80000bl 601U B
COOCTBEHHOM CMBICJIE CJIOBA, a JIHIIb IPOTUBHUKOM T€X YUEHUH, KOTOPbIE CBOJSAT HA HET POJIb JINYHON
IICUXHUKH U, B YACTHOCTH, BOJIEBOI'O MOMEHTA B UCTOPUU U conmosioruu. Ho B Takom ciyyae BO3BOAMMOE UM Ha
KoHTa 1 1o3uTHBHUCTOB OOBUHEHUE SIBIISIETCA, KaK 3TO BUJIHO U3 MPUBEIEHHBIX cJI0B I. Jlanmno-/{anuneBckoro,
BO BCAKOM CIIy4yae CIMIIKOM OT'YJIbHBIM. A YTO KacaeTcs 10 KOObI CYIIECTBYIOIET0 IITyOOKOT0 pa3ainyus
Mexay KontoMm u nmozutuBuctamu BooOIIe, ¢ 0JJHOM CTOpoHbI, U KeTie, ¢ npyroil, B MX B3MIsI1aX HA 3HAYCHUE
BOJIEBOI'O Hayajla, U 10 YIPEKOB 110 ajxpecy SIHcoHa u ap. B nepenenke Ketiie Ha NO3UTUBHBIN J1afl, TO B 3TOM
oTHouieHuu I. Hekpacos yxxe npsimo HenpaB. Huuero He cTomiio Obl HCKYCHBIM MO00POM LIUTAT IPOU3BECTH
Ty OIlepaluio, KOTopoi B pazdbupaemoii Oportope noasepres Ketne, ¢ Konrom, 40661 npubIn3UTh €ro K
MIPEICTaBUTENSIM XOTsI OBl TOTO K€, CTOJIb LIEHHOTO B ria3ax r. HekpacoBa, Teosoruueckoro B3risja Ha
MPOLIECCHI OOIIECTBEHHON KU3HU.

Bcerpeuaromumes y Ketne BeipaxkenusiM pyka Beemozywezo n oeno Teopya (c. 74), 3a KOTOpbIE HEIUISIETC T.
Hexkpacos, 1 3a mpoIryck KOTOPIX B COOTBETCTBYIOIIEH IIUTATE OH TaK CTPOTO OCYXKJAeT SIHCOHA, MOYXKHO ObLIO
ObI TpoTHBONIOCTAaBUTH Benukoe Cywecmeo u3 Cours de philosophie positive Konta. Ilepen cynom r.
Hekpacosa no3utuBucTel 1 nocieaosarenu Kerie, HenmpaBuiabHO €ro NOHUMAaBIINE, OKa3bIBAIOTCSI BUHOBHBIMU
€I1e 1 BOOOIIIE B YMaJICHUH POJIA MOPAJIbHO-UHTEIUICKTyalbHbIX ciil. Ho Bexb Bokib, KOTOPEI TI1aBHBIM
00pa3oM UMeeTCsl TYT B BUY, CUMTAJ] CAMbIM MOT'YIIECTBEHHBIM (haKTOPOM HCTOPUUYECKOTO Pa3BUTHS YCIIEXU
MOJIOKUTEIBHOTO 3HAHUSL. JTO JIM HE MHTEJUIEKTyalbHas cujia? A 1o BoIpocaM HpaBCTBEHHOCTH bokiiio, kak
M3BECTHO, OblIIa Uy>K/1a Ues YBOJIOLMN HPABCTBEHHBIX MMOHATUH — T.€. Ta Ues, KOTOpasi, BOOOIIe TOBOpS, U
BBI3bIBACT OTIOP CO CTOPOHBI IPUBEPIKEHIIEB a0COIIOTHON MOpaIH.

[3] C kerneruzmom B ocBenienun bokns u Anonbga Barnepa r. Hekpacos (c. 73) npuBOJUT B CBS3b

coyuonocuyeckuu (IKoOHomMuyeckuu u ucmopuyeckuil) mamepuanrusm Kapna
Mapxca, Sueenvca, Jlopua u op., B kotopoMm (c. 87) scemu sagnenuamu
MAccosoll Yeno8eyecKoll HCUsHU amanbHo Ynpasiaiom Juilb
@usuonozuueckue akmol, a blcuiUe CHOCOOHOCMU YeN08eKd OMPUYAIOMCS
U no Kpavinel mepe USHOPUPYIOMcs KaK He umerloujue 3HaueHus.

He BaBasce B OLICHKY 3TOU SIBHO HENPABUIIBHON XapAKTEPUCTUKNA SKOHOMUYECKOTO MaTEPUAIN3Ma, Mbl HE
MO>KEM HE BBICKA3aTh YJAMBIICHHUS 110 IOBOAY TOTO, YTO ABTOP MIIET KOPHU 3TOTO HAIIPABJIEHUS y
no3utuBuctoB u Kerne. Komy He n3BectHo, uto (punocodckre ocHOBaHUS 3aMMCTBOBaHbI MapkcoM u
DHrenbcoM oT4yactu u3 ['erens, oTyacTu U3 Marepuanu3mMa , OT KOTOPOro HACTOSIINE [TO3UTUBUCTBI
OTKPEILHUBAIOTCA 9 Onnaxo, mo r. HekpacoBy, TiIeTBOpHOE BIMSHUE KETIETU3MA IIPOCTUPACTCS JAJIbIIE.
«bosnee 1oBepuNBBIX» U3 UCTOPUKOB U FOPUCTOB MOCIETHUIN PUBET «K YBICUEHUIO YTONUAMU» (C. 6)
BCJICJICTBUE U3BPALLIEHHOIO IIOHATHS O XapaKTepe 3aKOHOB, KOMMU YIIPABIIAECTCS YEI0BEUYECKas KU3Hb.



IIpogedenue maxux 3anymaHubiX NOHAMULL 8 HCU3HD Yepe3 NOCPedCmE0
3aKOHOOAMENbHBIX pehopm ModxHcem no Hedopa3yMeHUuo npuyuHums (U
Vorce NPUYUHSLIO) 4ell08EeK) MHO20 COBEPULEHHO HEHYIICHBIX U
beccmbiCIeHHbIX 80HeHUL U cmpadaHull ... Pykosooumenu

20Cy0apcmeenHoll U 00UeCmeeHHOU JHCUSHU, ONUPawuecs Ha maxkue
3a6myocOeHUs, npuHUMaemble 3a UCIUHY, CBOUMU PedopMamu MO2ym
JIe2KO pacmpamums HeMauo CUll, CHOCOOHbIX NOOOEPHCAMb Pe2yISIPHOCHb
0.1a20MB0OPHO20 0OWEeCMBEHHO20 npoyecca U, Ha0OOPOm, MO2Ym HAKONUMb
no owubKe maxue Cuivl, KOmopule 0eticmeyion Ha 00uecCmeeHHyI0 JHCU3HDL
pasnazarowum u paspyuarowum oopazom. A Hekomopule panamuxu
O0nbUI020 YUCIa 8edym 00WecmB80 K nepeyCmpoicmay nymem paspyueHull
8nOJIHE YOeHCOeHHO MAK KaK OyMarom, Ymo u camoe paspyulenue
bnazooemenvho, ubo, NO UX MHEHUIO, OOIbULOE YUCTO BCe-MAKU OCMAHEMCsl
u, 0061a0as camo u3z cebsi MeopP4ecKol CUNOU, co30aCh HENPEMEHHO
YHULYIO hopmy yenoseuecko2o odwedcumus wem popma paspyuieHuas. M3
9MO20 HENeNnO-MUCMUYECKO20 UCTNOYHUKA NPOUCMEKAIOM MHO2Ue MHUMO
-HAYYHble NOIUMUKO-IKOHOMUYECKUEe U COYUATUCMUYECKUe YUeHUs, 8
KOMOpbIX Macca u 601bWUHCmME0 06020meopetsl, a OMOENbHbIU 4eN08eK
OYeHeH ¢ MOYKU 3PeHUsl CYMMbl XO3AUCMBEHHbIX Oae, nepenazaemol Ha
@yHmuvl cmepaun208, u 6euHoO NOpadoujer Mo Kanumaausmy, mo
Mexanuyeckomy coyuanroHomy cmporo (c. 89).

ITo moBoy 3TOr0 OTpBIBKA HENb3S, IPEXKIE BCETO, HE 3aMETUTh, YTO CBS3b, IKOOBI CYIIECTBYIOIIAs MEXKIY
teopusMu Kertie v mo3uTUBU3MOM C OJJHOW CTOPOHBI, U Pa3HbIMU HEOOIyMaHHBIMU pedopMaMu U
PEBOIIOLIMOHHBIMY JIBUKEHUSMU C APYTroi CTOPOHBI, €CTh HE 0ojiee Kak MU0 JocyKell paHTa3uu r.
Hexkpacosa. [lo cux mop npuHATO ObLI0, XOTS U 0€3 TOCTAaTOYHBIX OCHOBAaHUM, CTaBUTh KeTiie B ympek, 4To ero
TOYKa 3pEHUS IPUBOJIUT, HAOOOPOT, K COLIMATILHOMY KBUATH3MY. A TyT OKa3bIBA€TCsl, YTO UM BJJOXHOBJISUIUCH
peBostonioHepbl. JKalib, 4To B pa30upaeMoM COUMHEHUH HE COJIEPIKUTCS Ha cel cUeT OoJiee OnpeeuTeNbHbIX
ykazaHuil. YTo kacaercs, 3aTeM, B YaCTHOCTH JI0 CTATUCTHUYECKON KaTErOpuu 601611020 yucia 6ynro Obl
CITy>Kallel 715 orpaBAaHusl MOJIUTUYECKUX I1EPEBOPOTOB, TO IPUXOAUTCS HETOYMEBATh, UMEEIIb JIU TYT /110
C SIBHOH HEJIETOCThIO, IPOUCTEKAIOLIECH U3 HEBOOOPAa3UMOM ITyTaHUIIbI HOHATHUI, WK XKe C HeYylaUHbIM
kanmamOypoM. Hakoner, nocneanss ¢ppasa B IpUBEICHHOM OTPBIBKE, KOTOPOH UMENIOCHh B BUAY HAJIJIEKALTUM
00pa3oM OXxapakTepu30BaTh UACAIbl IEMOKPATHH U COLIMAIM3MA, MOXKET CIIY)KUTh 00Pa3uyMKOM alIsAoBaTOCTH
MOJIEMUYECKUX [TPUEMOB aBTOPA.

[4] CrouT OTMETHTH TaK)Ke €ro OTHOLIEHUE K KalUTAIUCTHUYECKOMY CTpOIO. M B IpyroM Mecte CBOEro
counHeHus (c. 106) oH yKa3bIBaeT Ha «COBPEMEHHBIE KECTKUE OTHOLLEHUS TPYy/la U KaluTala» U Mpeajgaraet
«yCTPaHUTH 3Ty KECTOKOCTh OCPEJICTBOM YCTPOICTBA Kacc, CTpaxoBaHus pabouux u np.» U, unraem Beien
3a 3TUM,

Mbl 3Haem, umo 6 XpuUcmuancKux Kyavmypax 602amolil, eciu OH He Mamepuaiucm, 04eHb 4acmo
OKA3bIBACMCSL U UCHOTIHAIOWUM 3aN06e0b 006U K OIUICHEMY OP2AHU3AMOPOM 000bIYU HACYWHO20 Xeba
07151 MPYOAUUXCSL MACC.

Ho aBTop 1o Bompocy 00 OTHOUICHUSX TPY/a U KaluTala He OTPaHHYUBA- €TCS STHMHU 3aMeYaHUSIMH, MaJIO
OPUTHHAILHBIMHU T10 COACPKAHUIO M XapaKTePHBIMHU ISl HETO JIMIIb IO TOHY IpeTsiiei eneitHoctu. He also
recommends the theory of probability to economists. According to his opinion, it can serve for softening these
cruel relations [between labor and capital] by fostering the introduction of the_moral element into the very
estimation of labor and things, as it was attempted by Daniel Bernoulli and Buffon who offered a special
measure called moral expectation for estimating random sums (p. 106). All the irrelevance of this exhortation
directed to economists is ascertained by an immediate acquaintance with the notion of moral expectation that
first appeared in Bernoulli (1738) and served him for solving (wrongly, however) a problem from the theory of
probability known as the Pefersburg game *. This notion has absolutely nothing in common with moral issues
Y OTHIOJIb HE MOXET CITY>KUTh IPOTUBOBECOM «KpaifHE MaTEPUATUCTHUECKON OLIEHKH YEeJIOBEKa,
MIPOM3BOIAIIETO XO35UCTBEHHBIE OJ1ara», B KOTOpoii . HekpacoB ynpekaeT moJUTUYECKYI0 SKOHOMUIO.
Bernoulli had not even applied the term moral expectation but discussed lucrum (gain). So where is here the
moral element and what is the aim of Nekrasov’s play upon words? But more is in store. Actually, economists,




for a long time now, and without awaiting indications from Nekrasov and certainly not for softening the
relations between labor and capital, but in the sphere of the doctrine of value, made use of notions similar to
those put forward by Daniel Bernoulli when solving the Petersburg game. I have in mind the theory of
marginal utility whose connections with the constructions of Bernoulli were pointed out in the literature (von
Wieser 1889, Intro.; Fick, in Bernoulli, translation, 1896, p. ix). Being a mathematician, Nekrasov is certainly
not obliged to know this. But then, what compels him to admonish other specialists?

[5] BopoueM, cOOCTBEHHO SKOHOMHYECKOM 00JIACTH OH KacaeTcs JIUIIb BCKOJIb3b. CollnaabHbIe U
MOJINTUYECKUE TEOPUU U HAIPABICHUS HHTEPECYIOT €ro INIaBHBIM 00pa3oM ¢ Oosiee olieit Touku 3penus . Kak
MBI BUJIEIH, TO3UTUBU3M, OTOKIECTBIISIEMbIM UM C MaTEpUAIN3MOM, U HayuyHas cxema KeTie npuBoJsAT, 10 €ro
MHEHHUIO, K HE00JyMaHHbIM pedopMaM, K PEBOIIOLUH, IEMOKPATUU U couuanu3my. OmudouHble
IPEINOCHIIKY, OHOpOoIHbIE ¢ omnOkamu Ketie, aBTop HaxoauT naxe y JIBa Tonctoro, kotopsiit (c. 93)

Omeepeaem éce danHvle bocom u svipabomantbie wenoseyeckum OnvbIMom
VupercOeHuUs, Ha3Ha4eHHvle no camou uoee ceoeti noodepicams (sic!) 6
Konebowemcs uenoseyecmee cmpemienue k Llapcmeuro booicuro, —
omeepeaem YepKosb, 20Cy0apcmeo, HaAyKy, cyo U np.

On p. 94 he remarks:

The wrong assumptions of Quetelet’s logical pattern led to the wavering of
the thought between the principle of slavery and anarchy since it is lacking
in a proper device for measuring reasonable freedom and reasonable
constraint.

Let us see now how Nekrasov extracts this device from the theory of probability and the precise logic of
inductive sciences. In this respect, his point of departure is the notion of mutual independence of random
events which is of essential importance for probability theory. { Bortkevich quotes Nekrasov’s definition of
independence of random events. } The notion of mutual independence of phenomena is obviously also
applicable to man’s actions insofar as they yield to stochastic considerations. The author calls independence
in this sense freedom, and then, as though not realizing at all the extremely tentative nature of such
designation, he identifies this new mathematical concept of freedom now with a metaphysical, or rather
psychological concept of free will, then with the political and social concept of freedom. Nekrasov needs
such obvious and unwitty juggling for screening, as we shall see now, his reactionary longings with the
authority of the theory of probability. He attains this goal, first and foremost, by distinguishing between
worthy or beneficial and harmful freedom. The theory of probability, as he states, reveals the true notion of
freedom, and, according to his opinion, offers its precise viewpoint for distinguishing between the two kinds
of freedom. Judging by some of his remarks, it would be desirable to understand his words in the sense that
the theory of probability, or, more precisely, statistical observations, which are connected with some
concepts of that mathematical discipline, enable to establish the nature and the measure of the influence of
certain legislative enactments, of the state regime, of government policy on social life. Thus, objecting to the
Tolstoy doctrine of non-resistance to evil, Nekrasov (p. 94) remarks that induction could have proved it
wrong:

The abolition of judicial repression of evil manifestations of free will,
would have led to the heightening of the probability of crime and to an
actual rise in crime.

[6] Here, he considers it unnecessary to check experimentally that a given legal institution (the criminal
law and the ensuing judicial repression) is a reasonable constraint and that its abolition would have led to
unnecessary and harmful freedom. But in other cases the decision about the reasonableness of constraints
and worthiness of freedom would have been made only through revealing, by comparative statistics, the
consequences of those enactments and institutions which constrain or liberate. Bot k kakoif HeXUTpoii u
OOBIJICHHOI MBICIIM CBOAUTCS MPETEHLMO3HOE YTBEpXkKAeHUE aBTopa (¢. 26) OyaTo Teopus BeposTHocTei (1)
MIPUBONAT

60 MHO2UX CIIYUAAX K MOYHbIM (’) 8b1600aM NO 60npocy 0 mom Kaxk



VKpenumbp 8 4eio8eueckom coobuecmee 61a2omeopHoe GlusHUe
[cmecnenue ToX] u b1acomeopuyro c60600y, smo svicuiee O1a20
PA3YMHO20 YEN08EYECK020 CYUIeCmad.

Nekrasov, however, seems to recognize that such a statistical test, which enables to distinguish between
worthy and harmful freedom, can sometimes be not altogether safe. Indeed, what should we do, if, in accord
with the precise logic of induction, it occurs that some measure of constraint, established by the legitimate
power, heightens the probabilities of such certainly negative phenomena as poverty, hunger, drinking,
ignorance, enslavement by capital? You see, it is impossible to vouch for statistics™ Its conclusions can lead
to the wavering of the foundations {of the Establishment}... And exactly these foundations should be saved
and supported at all costs. We see that Nekrasov does not insist on applying the indicated statistical criterion,
but, when appraising later on the various kinds of freedom, guides himself by a test of quite a different
nature. This, it is true, has nothing in common either with probability theory or the precise logic of
induction, but, instead, offers the benefit of unusual simplicity and definiteness. The beneficial freedom,
from the viewpoint of this new criterion, is that which conforms to the moral and civil laws, whereas the
harmful freedom contradicts them (p. 113 et seq.). And, according to Nekrasov, the substance of a moral law
is indicated by the Christian religion. Conepskanue e HpaBCTBEHHOI0 3aKkoHa, 1o Hekpacosy (c. 100),
YKa3bIBAa€TCSI XpPUCTHAHCKOMN pEIIUTUEN:

Tonvimku evigecmu cogepuienHetuiuti HpagCmMeeH bl 3aKOH He U3
cogepulenHetiuell penueul, ad payuoHaIbHbIM IMNUPUYECKUM NYmeM
6ce20a {HUKOTAA}, KaK npasuio, He yOoaromcsi.

Tak rimacuT npuroBop aBToOpa HaJl BCEM UCTOpUEN ATUKU. UnTaem ranbuie:

Ipakmuyexu nonvlmxu 060CHO8AMb MAKUM NYMeEM HPABCMBEEHHbII
3aKOH 0OLIKHOBEHHO Oblgarom Oojiee YOOOHbL He OJisl UCUHHO
-HPABCMBEHHBIX NH00€ll, d OJisl MAKUX, KOMOPbIM HYHCHO NOKpbIMUe
cB80ell HpA8CMBEEHHOU NOOIOCIU WU CBOUX HUSMEHHBIX OUONOSUYECKUX
UHCIMUHKINOG TUYUHOU HPABCMBEHHO20 3aKOHA. B koHnye konyos
uckpente sepyrowuil ¢ boea ne monvko xpucmuanum, Ho oaxce
Ma2omMemaHuH unu 6y00uUcm, KaKk OCHOBHAs MOHAOA 8 NOCMPOeHUU
MOPANIbHO20 00WEeCMBEHHO20 OP2AHUIMA, DECKOHEYHO GbllUe
nociedosameis 1000 payUOHATUCIMUYECKOU MOPALU, KOMOPAs,
oeticmeyst Ha yM, He MOAICem HUKO20d 803JiCetb cepoye UCIUHHOLL
110008610 K OIUICHEM)) .

[IpuBeIeHHOE MECTO MOXKET CITYKHUTh, MEXKITY IMTPOUUM, ISl XapAKTEPUCTUKH PHIITAPCKOTO OTHOIIEHUS T.
HexkpacoBa k npotuBHHKaM. OH BOOOIIIE TO ¥ JIe10 IpUOeraeT K MoJIeMUYECKUM BBIPAXKEHUSIM BpPOJIe
HPABCMBEHHAs NOOAOCMb, NAymosckue ceobodomvicaus (c. 103), bonmymnst u naymer (c. 121) u pou.
[IpenmyrecTBO 6GOTOCIOBCKOM MOpPAH Mepe pallMOHATUCTHUECKON aBTOP MBITAETCS JOKA3aTh U Ha
OCHOBAaHHMH UCTOPUYECKHUX JTaHHBIX. ¥ cTaHOBUB (¢. 100), 4TO MOHATHE O HPAaBCTBEHHOM 3aKOHE,
MOYEPIHYTOE U3 OOTOOTKPOBEHHOW XPUCTHAHCKOM PENIUTHH, «€CTh BEpIIMHA B JIECTBHUIIC HPABCTBEHHBIX
MOHSATUW» B UTO «3TY JIECTBUILY U HEOOXOIUMO MOJIOKUTh B OCHOBY TOYHON MHAYKTHBHON HAyKH O
MIPOSIBIICHUSX YEIOBEYECKOU e TEIBHOCTH», OH (C. 102) BhICKa3bIBaETCs CIEAYIOIUM 00pa3oM O poiH
XPHUCTHAHCTBA B UCTOPHUH HAPOJOB:

Bepwuna svlueykasanno HpascmeeHHOU 1eCmeuybl O0IHCHA 03aPAMb NYMb C600000HPABCTNEEHHO20
ucmopuuecko2o npoyecca. Ima epuiuna ACHO C8eMUM XpUCMUAHCKUM KYIbmypam. Xpucmuanckue
HapoObl, CNOMBIKAACH, UHO20A OMYAUBAACH U 0AdCce OMEeP2asl PeaibHOCHb IMOU 8ePUIUHDBL, 8 00UeM
gocxo0am no smotl recmeuye. Omeepeaguive 3mom nyms XpUCMUAHCKUE HAPOObl, 80308UABUIUE 2OHEHUS
HA XPUCMUAHCKYIO ¢80000) NOO hrazamu coyuanuzma, uesyumusma u boeunu pazyma, iuoo ad absurdum
yéeaucoanucs (1) ® 6 ceoux 3abnyorcoenusx u 6038pawyanucy na mom sxce c60600HOHPABCMEEHHbIH NYMb, TUGO
BLIPOAHCOANUCH, YCMYNAS HPABCMBEEHHYIO 2e2eMOHUI0 D0200053HEHHBIM HAPOOUM.



U nono6Hble ncToprueckue (panTa3uu BHIAAIOTCS 32 TOJI0KEHUS MOYHOU UHOYKMUBHOU HAYKU U T.
HexkpacoB o65agaer cMenocThio 00pamarbest ¢ METO0JIOTHYECKUMU YKa3aHUSIMU 110 aJpecy
IpeJCTaBUTENIeH HCTOPUUECKOM HayKH Kak, HampuMmep, 1o ajapecy rnpod. Bunorpaznosa (c. 91 — 92)! Ot
paccyXJIeHH 0 HpPaBCTBEHHOM 3aKoHE aBTOp (. 104) mepexoauT K cooOpaKeHUsIM O TPAKIAHCKOM 3aKOHE,
B KOTOPOM

NOJI0JICEHbl HA2A0HbLE 2PAHUYDL 0151 CB0O00OHPABCMBEHHBIX OeUCMBUII.
IIpecmynuswiuti smu 2panuybl omeevaem He moabko neped bocom u
cgoell cogecmvio, HO U Neped PANCOAHCKOL 81ACIBIO.

[7]1 I pasrcoanckuii 3axon T. HeKpacOBBIM OTOXIECTBIISETCS € CYIIECTBYIOIINUM PEXUMOM, C TaK
Ha3bIBAEMBIM IT0JIO)KUTEIBHBIM ITPABOM, U Mbl HAIIPACHO CTaJIM Obl UCKATh B €r0 U3JI0KEHUU MaJleHIINMA
HaMeK Ha BO3MOXHOCTb pasiajia MeXJly CTECHEHUSIMU 2padiCOaHCKO20 3aKoHA N UJeallaMU 01a20mME0pHOL
€60000b1. CmecHeHus1, yCTaHABIMBAaEMbl€ I'PaXXIaHCKUM 3aKOHOM, OKa3bIBaIOTCS BCErJja CTECHEHUSIMU
cB00O/IbI HE0IAroTBOPHOM. «L[epKOBb, rOCYAapPCTBO C €ro YUpexKICHUSIMU U OOILECTBEHHBIE OPa3/IeICHUS
1 KJIaCChl» COOOIIAIOT «O0OLUIECTBEHHOMY OpraHU3My BHYTPEHHIOIO CTOMKOCTD , COAEMCTBYIOT CKPEIIIEHUIO
ero B ogHo neaoe» (c. 107). Ho (c. 137)

Yenogeueckoe 06ujecmao OONNHCHO CHUMAMbCS He MOJILKO ¢ CULAMU
MOPANbHO20 CYenienus, HO U C 0OPAMHO-HANPABGIEHHbIMU 6HYMPEHHUMU
cunamu, m.e. ¢ BHYmMpeHHUMU PA3La2arOWuMU 6IUSHUAMU U NPUYUHAMU,
KOmopule 00yC1asIuBaomcs Hebaa2onpusimubiM HanpasieHuem
Cc80000HOIL 8OU Yacmu 0owecmea. Imu CAMOYUHHO
-UHMELIEKMYATIbHbIE CUTbL 4ACMO ObI8AIOM OYEeHb GENUKU, UMEIOM CEOIO
AHCECMOKYIO OUCYUNTUHY, 00PA3YIOWYI0 CHA0YeHHble cKonbl. [Ipu smom 6
omuowenuy 61a20MEOPHBIX NPOABLEHUL MACCOBbI 0OUECTNEEHHDILL
npoyecc nepecmaem 6vimsb cam coboll NOJIHE YCMOUYUBLIM U
HYHCOaemcs 8 0COObIX ONOPAxX 6 8UOe PENPEeCCUBHBIX SPANCOAHCKUX
yupesicoeHull, NPUHYOUMEeNIbHO CE53bL8AIOWUX BPEOHbIe NPOSGLEHUSL
Xyouiel uacmu obwecmea npu nocpeocmae GIUAHUL JTyyiiell e2o 4acmu.
Omu onopst Mmo2ym oams 61a20MEOPHOMY MACCOBOMY NPOYECCY
00CMAamoyHyI0 YCmoudugoCmb.

O waiikax u ckonax xak o npoyeccax (!), HeAOMYCTUMbIX U TPEOYIOIIUX HEYKJIOHHOIO IIPeCe0BAHNUS,
TOBOPUTCA B Pa3IMYHbIX MECTaX COUYMHEHMS, Hartpumep Ha c. 113, 109 u np. The quoted passages show that
the difference between the worthy and the harmful freedom as understood by Nekrasov coincides in the final
analysis with the distinction between the allowed and the forbidden.

[8] K Tomy e pe3ynbTaTy IpUBOAUT U IPYroe€ BBOAMMOE aBTOPOM TMOJIpa3/ieJICHUE TOHATHS CBOOOIBI: OH
pasznuyaer CBOOOy OTBJICUCHHYIO M KOHKPETHYIO. DTO MO/pa3elieHHe CBA3aHO ¢ B3MIIsAaMu aBTopa (c. 78)
Ha OTBJICUCHHBIN U peasIbHBIN uaeanu3M. ToJIbKO NOCIEeIHUH, T.€. UACATU3M,

«IIPOBEPEHHBIN ONBITOM U HAOJIIOAEHUEM KOHKPETHOM JeCTBUTENILHOCTH», UMEET 3aKOHHOE IIPAaBO Ha
CYLIECTBOBAHHUE.

Ecnu omeneuenue om uoeanvrno-peanvrnozo xapakxmepa yyenus Xpucma
-Cnacumens nopoouno Topkeemaody, a omeneuenHulil uoeanusm Pycco
npuegen k Pobecnvepy u Mapamy, mo u smux onvimog 00801bHO, Ymoobl
8 HAYKe 0 YellogeKe He NOb308AMbC sl OMBIIeYEHHbIM UOeaTUIMOM.

B npumMeHennu k Bonpocy o cBo60i€ TOUKa 3PEHUS peaibHo20 udeanuzma NpuBoauT . Hekpacosa k
PE3KOMY OCYXKIEHHUIO BCAKHX IOIBITOK [103aMMCTBOBaHHS CBOOOIHBIX MOJUTHUYECKUX YUPEKICHUHN y Uy KUX
HapoJoB. «Bcsakuii Benukuii Hapo», noydaeT Hekpacos (c. 124),

00JIDICEH PA36UBAMDb CEOI0 HAYUOHATILHYIO UOEAIbHO-PEANbHYIO
b1acomeopHyio c60600y. Bom nouemy, mexcoy npouum, ciasaHoghuv
Max yoercoeHHo 3auunant mpu Cmona pycckoil U0eaibHO-peailbHOU
O1a20ME0pPHOLL c80000bL: NPABOCIABUE, camModepicasue U HapOOHOCb.



Bripouem, aBTOp HE BIIOJHE BBIACPKUBACT TOUKY 3PEHUSI OTHOCUTEILHOCTH ITPH OI[EHKE TOJUTHICCKIX
YUPEKIECHUN pa3IuYHbIX HAPOOB. Tak, Mbl BUJIEH, YTO OH a0COTIOTHO OCYXk/IaeT CBOOOY accolualuii u
KOAIUIUHU (aek u ckonos, mo ero TePMUHOJIOTHH), HE CYUTASICh C TEM, YTO, HAIPUMED, B AHTIIUU ITOT
UMEHHO BH]I HECMeCHEeHHOU OesmelbHOCMmY BCEMH MIPU3HAETCs 0€3yCIOBHO 0053aTeIbHBIM AJIEMEHTOM
HAYUOHAILHOU UOeAIbHO-PeanbHOU 0J1a20ME8OPHOL c60000bl. 3aTO B IPYTHX OTHOIICHUSIX OH, MIO-BUIUMOMY,
HEMpoYb KOE-4eM M03auMCTBOBATHCS OT AHTIUU. OO 3TOM CBUAECTEILCTBYET CIEIYIOIIEE XapaKTepHOE
mecto (c. 132):

T'ocyoapcmea, 6 komopwvix Hauboiee pazsuma c600000HPABCNEEHHAS
00WecmeeHHasl HCU3HL, Haubolee NOCIe008aAMENbHLL 80 8CEX BUAAX
penpeccuu HedoOpbIX nposisieHutl c6o600HouU soau. Cucmema,
Hanpumep, AH2IULCKO20 OCRUMAHUS, 0AlOWds CMOJb C800000aH0OUBHIX
2padtcoam, He OMcmynaem 8 C80UX WKOAAXU 0COOEHHO 8 IYYUUX UKOLAX
Oadice om uzuueckoul penpeccuu 015 baza Hakasyemozo. Bo aceii
0CMANbHOU 00WECMBEeHHOU HCUZHU AHSIUU NOCIE008AMENbHAS U
HeYKIOHHAS penpeccusi NPOMue OYPHbIX NPOsGIeHUl C60O0OHOU 801U
cocmaeisem 0CHOBY ee c8600000HPABCMBEHHOU 00UeCMBEeHHOU U
20CY0apCcmeenHoll JHcusHu. Jpsaonas pacnyujeHHOCmb 8 8bINOJIHEeHUU
CnpaseouBoll penpeccuu npomue Hed.1a2omeopHoLL c60000bL eCmb
CRYMHUK HPABCMBEHHO20 PA3I0ACEHUS HAPOO08. YKIOHeHUe mo20, KMo
00J1JCeH CO8ePUUMb 80 UMSL 00Ule20 baza CnpageoIusyro penpeccuio,
om 5mo2o 0on2a no 3¢hghekmy delicmaus pagHOCUILHO COYUACMUIO 8
coomeemcmayowux akmax 310t eonu. llpensmemeyrowjue 8bINOJIHEHUIO
MAaKoul penpeccun NOMo2aiom aKkmam 310U 601U MAK KaK HeyMoauUMo
8e0yM K YBeIUUEHUIO 8 CIAMUCIUYEeCKUX MaOauyax pyopuxu 31vlx 0eucmeutl.

This appeal for unflinching repression and corporal punishment is as though the finale of the
philosophical-political treatise of this obscurantist scientist. In itself, his adopted viewpoint of an obtuse,
unscrupulous and irreconcilable conservative is not original or interesting, but the methods which he applies
here for justifying it deserve attention.

A thoughtless application of the theory of probability for solving social and political issues; the choice, as
his main object of debate, of a scientific direction (Queteletism) that, in a sense, is obsolete and in any case
has no part in the current Russian thought; an absolute inability to orient himself with regard to various
doctrines and systems; the flirt with the now popular philosophical idealism 7. a meek and unconditional
worship of the temporal and the ecclesiastic power; and a rather confused exposition accomplished in a
curious pseudo-scientific and self-invented jargon, — these are the main features characterizing Nekrasov’s
criticism of free-thinking and advocacy of moral and physical violence. Is not all this an indication of
scarcity and weakness of the intellectual and moral power in the camp of the modern guardians of law and
order?

[9] Nekrasov is a great admirer of Laplace not only in the mathematical, but also in the philosophical
sense. For six weeks Laplace had to be Minister of the Internal Affairs, and Napoleon, to whom Laplace was
obliged for being assigned to that post, became disappointed in him declaring that “he had looked
everywhere for subtleties and introduced the spirit of the calculus of infinitesimals into management”. Like
Laplace, Nekrasov is a mathematician, and he is also picked up for administrative activities. However, as we
have seen, when the matter concerns social and political issues, he avoids subtleties even in the theory and
does not care about excessive precision. He has a common appraisal and a common recipe for the enemies of
the people and the order, for positivists, materialists, socialists, and worshipers of political freedom: all of
these are sly political parties (p. 131), or cheats, windbags and parasites (p. 121); and only unflinching
repression is appropriate with regard to them.

Yes, unlike Laplace, Nekrasov hacks straight from the shoulder and it might be expected that his
administrative career will prove more durable than that of the great French mathematician. In any case, his
present contribution, even though not adding anything to his scientific reputation, will not apparently shake
his administrative standing. It would have been a queer twist of fate, if, because of a misunderstanding, those
on the top will not be satisfied by Nekrasov’s experience in justifying the principles of firm power and



autocracy, as being necessary for the existence of our state, by means of the theory of probability whose
main concepts do not at all include the notion of necessity.

Notes

1. {The three words in italics constituted the essence of the officiasl motto in Czarist Russia. }

2. {This is the subtitle of Nekrasov’s reviewed book. }

3. Oynne, B Esquisse psychologique des peuples Européens, 2¢e u3a., 1903, c. 468, B moyHyto
MIPOTUBOMNOIOKHOCTH T. HekpacoBy, 3amedaer:

Le positivisme d’Auguste Comte a sa partie idéologique: c’est la loi des
trois états, qui subordonne le mouvement social entier au développement
intellectuel, aux idées d’abord théologiques, puis métaphysiques, enfin
scientifiques et positives. Le comtisme francais est aujourd’hui
I’antithése du marxisme allemand.

4. { Actually, Daniel Bernoulli changed the conditions of this game as originally invented by Niklaus
Bernoulli. The term moral expectation did, however, appear in Daniel’s memoir (cf. below), but only in a
passage from Gabriel Cramer’s letter which Daniel quoted. }

5. His statement on p. 46 is apparently directed against the zemstvo statisticians:

The best statisticians-observers in various branches are those educated
people who are in constant administrative contact one with another when
directing the course of business at hand. Management and statistics are
in essence inseparable.

{Bortkevich should have approved of the last phrase. }

6. Ad absurdum 3Ha4uT K Henenocmu. MOXXHO yOeIUTbCS B UCTUHHOCTU KaKOH-HUOYIb MBICIIN
IIPUBEACHUEM IIPOTUBOIOJIOKHON €l MBICIIH, IIyTEM YMO3AaKIUYEHUH, K HEJEeNOCTH (reductio ad absurdum).
Ho uTo 3HauuT «yOequThCs B UeM-HUOYAb K HEJIEIOCTU», 3TOT0, HOJIO ToJarath, 1 caM r. Hekpacos, B
Ka4yecTBE CIELUAINCTA 110 MOYHOU J02UKe, HEe B CUJIaX 00BSICHUTh. be3rpaMoTHbIe 000POTHI HE TOJBKO C
y4acTHEM, HO M 0€3 y4acTus JIATUHCKOI'O S13bIKa BOOOIIE BCTPEYAIOTCS Y T'. IIONEYUTENSI MOCKOBCKOTO
y4eOHOro oKpyra A0BOJIbHO YacTo. Bot 00pa3uuk ero ctuis (c. 134):

Brusnue c60b600H0U 601U Ha paziuyHble NOOedNCAUUe eM)y NOCIe0CHBUs
Ovl6aem pasnuyHbiM NO HANPSHCEHUIO, YUCTI080€ OnpedesieHue KOmopo2o,
He MOIbKO NO 8eUYUHE, HO U NO HANPABIEHUIO, 803MONCHO

YCMAaHAasIueams npu nocpeocmee eposimHocmell Kaxk ykasauo 6 2iase 1.

NuTtepecHo takxe, uro npuctpactue r. HekpacoBa k apeBHepycckuM Gopmam si3bika (HarpuMmep,
Jlecmeuya) yKUBAETCs PSAIOM C 37I0yHOTpeOIeHUEM CIOBAaMH MHOCTPAHHOTO MPOUCXoxkaeHus. Tak, Ha c.
120 roBoputcs 00 uaesx «6e3 10cTatogyHoro GoHAa B OKPYKAIOIIUX YCITOBUIX».

7. U yero MoxeTt 0xxuath I. HekpacoB 0T 3TOro pycckoro HeOMAeaanu3Ma KpoMe CaMoro pelnTeIbHOrO
1 HeiBycMbIcieHHoro otnopa? B cratbe «K xapakrepuctuke Hamero guiocodcekoro pazsutus» r. ILT.
3aMevaeT, 4yTo «punocodckuit uueanu3M U rocyaapCTBEHHBIN MO3UTUBU3M HEIPUMHUPUMEI 110 AYXY» U
MIPUTIMCHIBAET 3aCTyTy BhIICHEHU 3T0M Mbiciu Bragumupy ConoBbeBy (/Ipobaemuvl uoeanusma, c. 86). 3to,
MEXy IPOYUM, OJMH U3 TeX MbICIUTENEH, ¢ KOTOphIMU T. HekpacoB nMeeT HeoCTOPOKHOCTh CUUTATH CE0s
COJIUAAPHBIM U Yb€ UMs OH OCOOEHHO YacTO IPOU3HOCHUT BCYE.
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Report of the Commission to Discuss Some Issues concerning the Teaching of Mathematics in High
School

A. Markov, A. Liapunov, V. Steklov, N. Tsinger, D. Bobylev, A. Krylov

The Commission, consisting of six members, [...], had three sittings, [...], and, after a thorough discussion
of the issues, unanimously arrived at the conclusions expounded below together with the appropriate detailed
considerations.

1. The Zhurnal ... published a draft (Nekrasov 1915a) compiled by the Member of the Council of the
Minister of People’s Education 1 p A. Nekrasov and P.S. Florov, Director of the Uriupinsk non-classical school
{Realschule}, on the introduction of the theory of probability into the curriculum of the high school; a
summary of the relevant opinions of some persons officially requested to comment by the Department {?} of
the Ministry[...]; and a digest of this material complete with notes and conclusions by Nekrasov.

For specialists in mathematics, the groundlessness of this draft is obvious, but there exists a serious
apprehension that the official standing of one of its authors can facilitate the carrying out of the draft into the
school life. Concerning this draft, the Ministry officially questioned some persons selected by the Department
of People’s Education {?}, but they had not applied to the most authoritative institutions, — to the Academy of
Sciences or to the national universities.

The possibility of realizing the draft was not denied at all and one of its authors (Nekrasov 1915a, No. 2, p.
124) even indicated that, if aiming at its speedy implementation, an execution of a two-hour {weekly} course
was possible as a narrow bureaucratic arrangement demanding no legislative sanctions. Some of those
questioned also thought that the realization of the draft was desirable or admissible as an experiment, but none
of them adequately appraised it in essence.

This circumstance compelled Markov (1915) to offer a short but definite assessment of the project. This, as
well as a related paper by Posse (1915), caused the appearance of two new articles by Nekrasov (1915b; 1915c¢)
where he attempted to put into practice his interpretation of the main notions and definitions of {mathematical }
analysis which are already included in the school curriculum, — namely, of the concepts of limit and
infinitesimal.

Mathematicians are acquainted with Nekrasov’s views for a long time now, but, until having been only
discussed in special mathematical periodicals, they could have been considered harmless. The situation
changes when they are disseminated by an official organ that the school teachers cannot help considering an
authoritative guide to scientific-pedagogic issues.

Therefore, the Academy of Sciences, as the most important scientific estate of the Russian Empire (Charter,
§1), that might enter into everything concerning education (§8) and is obliged to care about the dissemination
of education in general and to direct it to the general weal (§2b), — the Academy ought to express its judgement
about the main mistakes and the wrong (hence, harmful) ideas spread by Nekrasov so as to put them into
common school use.

Before discussing the introduction of the theory of probability into the school curriculum which is still only
planned, the Commission will dwell on Nekrasov’s interpretation of the elements of analysis that are already
taught in the high school.

2. Without going yet into detail, the Commission believes it necessary above all to indicate the following.
Nekrasov attempts to establish the existence of two different directions in the mathematical science, of two
different scientific schools disagreeing with each other in their understanding of the elements of the science
and struggling one with another. He (1915b, p. 15) sets off one school having a nasty theory of knowledge with
another one whose alleged leaders were Academician V.G. Imshenetsky and Prof. N.V. Bugaev (Nekrasov,
letter to the Vice — President of the Acad. Sci. {translated in this book}) to which he also attributes himself. In
other instances he (1915b) attaches himself to some line Laplace — Lagrange — Cauchy — Chebyshev —
Nekrasov — Pearson contrasting it with the line Laplace — Bienaymé — Chebyshev — Markov adding also Jakob
Bernoulli. Nekrasov brings himself to declare, on the pages of the official Zhurnal ...(1915b, p. 15), that the



nasty theory of knowledge advocated by the school, against which he is struggling, “is rather deeply rooted in
the Petrograd bogs clouding the real leading lights in science and its teaching by harmful miasma”. He speaks
about some special Markov’s analysis of infinitesimals (Ibidem), about Euler’s terminology apparently being
restored by Markov who sets it off against Lagrange’s real terminology (1911, p. 459), etc.

Nekrasov (1915b, p. 15) reproaches Markov and like-minded persons with making no distinction between
the two notions of infinitesimals, tries to convince the adherents of the nasty school that reduces everything to
the emptiness of voids and to illusionism, that there exist not one but two primitive kinds of infinitesimals
because there exist two types of variation, continuous and discrete, etc.

For those, who enjoy deserved authority in the scientific community, the incorrectness of these statements
certainly need not be indicated. Nekrasov’s arguments aim, however, at other, wider and practical goals; they
leave the exclusive circle of possible debates between learned specialists and are reckoned on a greater section
of generally educated people who are active and can influence the organization of teaching and education.

The Commission therefore considers itself duty bound to declare that with respect to the understanding of
the elements of mathematics there do not exist any two different directions. There is no special analysis of
infinitesimals due to Markov, no special Imshenetsky school, etc. From the times of Cauchy neither Markov,
nor any other scientific authority credited with his scientific merits had introduced any essential innovations
into the theory of limits, nor is that possible. There exists a single definition of the main notions of limits and
infinitesimals established from the times of Cauchy and accepted by the entire scientific community. Each
scientist guides himself by it in his investigations; such, almost verbatim identical definitions are offered in all
the classical treatises on the differential and integral calculuses as well as in the best courses compiled by
modern scientists.

Markov, Posse and all the professors at all the universities provide essentially the same definition as that
given by Cauchy (1821, p. 26):

On dit qu’une quantité variable devient infiniment petite lorsque sa valeur
numérique décroit indéfiniment de maniére a converger vers sa limite zéro.

As a specimen of the methods by which Nekrasov attempts to reveal the harmful orientation of the school of
nasty knowledge, the Commission believes it useful to provide the following one. Concerning the definition of
an infinitesimal number {?}, to which, as stated above, mathematicians are keeping from the times of Cauchy,
and which is adduced in Posse’s paper (1915), Nekrasov (1915¢) says:

Posse calls his definition clearly expressed; actually, however, it should
only be called brief with respect to the form of expression, but in essence,
being screened by the haze of the logic of identity of the indistinguishable, it
is very vague. As a monistic definition, it excludes combinatorial moral
values of the so-called dualistic Weltanschauung from science (Chelpanov
1916) and directly leads to the monism of Haeckel’s Weltrdthsel. Will Posse
defend the stand occupied by these mysteries?

In the very embryo of his theory of knowledge Haeckel’s monism kills the
notions about the unities of the higher order taught by mathematics which
does not wish to betray, in its definitions, the real classical grounds
pertaining to the humanities and directed opposite to that which is called
barbarism, cannibalism and original sin with which the civil science and
the Christian civilization are struggling with the only aim of perfecting the
human nature (Be perfect as your Father in heaven).

3. Since the advocacy of wrong interpretations of the elements of science, which Nekrasov is tirelessly
carrying out, can exert a very harmful influence exactly if his delusions penetrate into the high school, the
Commission considers itself duty bound to enter into further relevant details.

Nekrasov’s mistakes concerning the main issues of mathematical analysis, that are now put into school use,
clearly revealed themselves already about 15 years ago in his attacks on Chebyshev’s memoir (1891) and the
related works of academicians Markov and Liapunov. Among other things, Nekrasov (1901, pp. 49 — 50 {see
p. 24 of this book }) wrote:

The essence of the inaccuracies of the Chebyshev memoir and of the related



investigations of Markov and Liapunov should also be further explained.
[...]...The conclusions of the abovementioned authors never differ from
such a concept of limit.

In all this, it is only true that the conclusions of Chebyshev, Markov and Liapunov diverge from Nekrasov’s
understanding of limit, and not very often, but always, in the same way as all the correct conclusions made by
the scientists of the whole world disagree with him. As to all the rest in the passage just above, it only
represents a distortion of the main definitions and concepts of analysis as Liapunov (1901) already indicated in
due time.

Nekrasov confuses, on the one hand, small quantities with infinitesimals and their limits; and, on the other
hand, the concept of limit with the notion of the asymptotic expression of functions, and he takes all this for a
more subtle penetration into the depths of science.

He (1911, p. 459) then developed his ideas:

When applied to the differential calculus, I continue to understand the word

limit not in the sense of the Euler terminology which Markov (1912, pp. 11

12)°? apparently restores, but in the sense of the Lagrange real

terminology that for example defines the derivative f'(x) as the limit of the known expression Af(x)! Ax; and,
according to his theory, until f'(x) does not vanish, the limit of the quantity Af(x) might and should be
spoken of not as about a zero, but as about a small quantity equivalent to the quantity  f'(x)Ax. If,
however, f'(x) =0, we ought to turn to (1/2) f"(x) AX?, etc.

Here, the indicated confusion of notions is expressed still more distinctly and confirmed by some real
Lagrange terminology and theory. Suchlike views are perhaps indeed shared by some figures whose opinions
lack scientific weight, but nothing of the sort can be found in the contributions either of the celebrated French
mathematician Lagrange or of Academician Imshenetsky to whom Nekrasov refers.

Lagrange not only had not been developing any theory similar to that which Nekrasov is mentioning; in
some of his writings he even entirely removed the notion about infinitesimals or vanishing quantities, and he
did this aiming at all the possible simplicity and clearness and at freeing himself from any metaphysics 3 On
the contrary, Nekrasov, by misusing the mathematical term infinitesimal and any other terms of scholastic
philosophy, clouds his arguments with a metaphysical mist. The following passages provide examples of such
misuse of the term infinitesimal which a mathematician, caring about the rigor of his judgements, cannot
permit (Nekrasov 1912a, pp. 64 and 65) 4

If the numbers Ax,, Ax,, ... are incommensurable, then, in the popular
sense, the measure h does not exist whereas mathematicians consider it
infinitesimal. In addition, if the variable x is analytically continuous,
mathematicians, when studying the difference between the adjacent values
of a continuously increasing variable, denote it by the symbol dx
considering dx as an infinitesimal quantity, this is indeed the quantity h.

Let the variable x = p/q where p and q are coprime numbers. In other
words, x covers the totality of all the numbers excepting those
incommensurable with unity. In this case the measure h indicated above
will be an elusive infinitesimal number Ox.

It is necessary to remind once more that Nekrasov himself (1915c, p. 98) considers the interpretation of
abstract elements of mathematics which are proposed to the school students for learning by heart as a matter
of state importance. In continuing, he states:

The fruitfulness of the elements of the theory of limits and of the differential
and integral calculus for the education in high school is caused above all
by the completeness and coherence of the definition of the main kinds and
types of differentials of the variable independent and dependent quantities.
And two forms of variables should be here taken into account, the
continuous and the non-continuous (discrete) ones. Here, when recognizing




the main importance of these two forms of variation, begins the sharp
distinction between the two _primitive kinds of the vanishing differentials: of
the potential differentials corresponding to the change of continuous
variables and capable of closely reaching the absolute zero (such is the
distance between the Zeno tortoise and Achilles closely catching up with it),
and of the actual differentials never reaching zero in the limit although
capable of infinitely tending to zero (such is the length of a side of a regular
n-gon inscribed in a given circle when n increases to infinity).

The students will naturally assume that there exist several kinds and types of differentials of the variables.
From among these, only two primitive kinds of vanishing differentials are then considered; some non-primitive
kinds and types of not only vanishing, but non-vanishing differentials as well are consequently possible.

The potential differentials of the first kind are capable of closely reaching absolute zero. The student will
first of all become lost in thought about what does it mean fo reach closely, and how is it possible to reach not
closely, and then he will at once run across some absolute zero. When, however, the student comes up to the
actual differential, that, although being capable of indefinitely tending to zero, never reaches it even in the
limit, he will definitely feel himself non-plussed, as we ought to think, especially when recalling that in the first
case the matter concerned some absolute zero (whose meaning did not become clear even after the example
about the Zeno tortoise) whereas here we deal simply with a zero without adding the term absolute.

The example of the side of a regular n-gon whose length allegedly does not, however, reach zero (a non-
absolute zero, for that matter) even in the limit as n increases to infinity, certainly all the more confuses
everything.

To avoid misunderstanding, it is necessary to indicate that nobody is at all intending to deny the possibility
of a discrete variation of infinitesimals, and this alternative is often pointed out by authors of courses in
differential calculus (Jordan 1893, p. 16). Just the same, for the sake of convenience many authors do not
reckon zero, the limit of an infinitesimal number, among the totality of its values (Bertrand 1864, p. 1; Markov
1898, p. 42). Nekrasov, however, certainly does not bear in mind these simple and obvious matters when he
advances his own definitions against those indeed clear and precise ones that were firmly established from the
times of Cauchy.

The Commission regrets that it has to waste labor and time on analyzing the absurdities indicated above;
nevertheless, it considers itself duty bound to carry out such an investigation exactly because, as Nekrasov
himself says, the subject here is indeed concerning a matter of state importance, of the possibility of a
pernicious influence of his delusions on the teaching of mathematics in the high school.

4. Turning now to the teaching of the theory of probability in the high school, the Commission does not
consider it possible to study this complicated issue in its essence, independently from the abovementioned draft
compiled by Nekrasov and Florov. True, some of the members of the Commission had indeed opposed in
principle the introduction of this discipline in any form into the school curriculum.

As to this draft, Academician Markov has already published his negative opinion about it (1915). While
recognizing this judgement as quite correct, the Commission considers it necessary to adduce the following
remarks. Given the present organization of the teaching of mathematics, even a two-hour {weekly} program
suggested by the draft will prove beyond the powers of a high-school student and will not impress on him
anything except for a hardly reparable muddle in his thoughts. There are no grounds at all for beginning the
course with some main law of the theory of probability without saying a word about adding and multiplying
probabilities, and to deriving from the very beginning the Bernoulli theorem.

Then, the transformation of the formula of the Newton binomial from the main theorem of algebra ° into a
proposition of the theory of probability is not only strange, as Vasiliev (Nekrasov 1915a, No. 2) also indicated,
but even inadmissible in courses pursuing pedagogic aims. Neither might anything justify the omission from
the general course in algebra of such an important and elementary section as the theory of continued fractions;
this is suggested to please the proposed course in probability.

In addition to the two-hour course the authors also intend to introduce a four-hour course at least as an
experiment to be carried out in some gymnasiums. Here, the situation is still worse: they not only put forward a
disproportionally wide program, but introduce into pedagogic practice a wrong interpretation of the material
proposed for study. Prof. Nekrasov (1915a, No. 2, p. 111) suggests to augment the four-hour course by the
Chebyshev theorem together with the peculiar atmosphere of its statistical grounds and statistical corollaries.
And he (1912a, p. 318) calls this theorem a generalization of the law of large numbers.



Academician Markov, while considering Nekrasov’s article (1912b) that occupies a prominent place in the
Nekrasov and Florov draft, has already indicated that, contrary to their statements, it does not contain either a
generalization of the Chebyshev theorem on the means or a simplification of its proof.

At present, drawing on the totality of Nekrasov’s writings, the Commission considers it necessary to
determine that his attitude to this theorem, which, according to the draft, is the main studied subject in the
second section of the four-hour course, is absolutely wrong. What he (1915b, p. 10) calls

The extremely simplified proof of the theorem in a general, exhausting form
representing, as it might be said, the universal principle of the theory of
knowledge and perception of existing things,

actually only comes to the Chebyshev initial lemma with an indication of the conditions under which the
Chebyshev method can lead to the intended goal. This condition is obvious, and Markov (1906, p. 341) stated
it in the first lines of his paper:

Namely, Chebyshev’s reasoning makes it obvious that the indicated law of
large numbers ought to be justified in all those cases in which the
expectation of the square of the difference between the sum of the quantities
and the sum of their expectations, as the number of these quantities
increases unboundedly, increases slower than the square of their number so
that the ratio of this expectation to the square of the number of the
quantities has zero as its limit.

Nekrasov establishes the same condition, only in a more complicated form. Under the title Generalized law
of large numbers for a mixture of independent and dependent variables we find the following theorem (1912a,
p. 318) which is a verbatim repetition of the same theorem of p. 301 formulated under the title The
generalization of the simple law of large numbers:

Theorem 2. If it is possible to choose the quantity t indicated in Theorem 1 in such a way that the magnitude

14 g(1) and 1/(m ) will be very small and tending to zero as m increases to ©, then the probability P, that the

absolute value of the difference (§ — a) will be a very small magnitude not exceeding the boundary t+/g(1) ,

will be higher than [1 — 1/(m 12)] and tending to 1 (to certainty) as m increases to .

Here, = (x + y + ... + u)/m, a is the expectation of & and mg (1) is the expectation of the square of the
difference (m & — ma). The adduced proposition obviously does not represent anything new because, owing to
the indefiniteness of the positive number 1, Nekrasov’s two conditions concerning

14/g(1) and 1/(m 7°) are equivalent to the only condition clearly expressed by Markov. The problem really

consists in indicating the cases in which this condition is fulfilled. Although Nekrasov’s contribution (1911)
where he offers the same theorem and his book (1912a) appeared five years later than Markov’s paper (1906)
did, he has not provided any new case of the theorem stopping at Markov’s initial condition and attributing to it
an exhausting generality.

Here, Nekrasov made his usual mistake; namely, he confused the necessary conditions for a direct
application of the Chebyshev method and those for the existence of the law of large numbers itself. It is this
method of deriving the Chebyshev theorem that the authors of the draft (Nekrasov 1915a, No. 2, p. 112)
recommend to introduce into a primer on the theory of probability for the high school.

The above makes it clear that this method does not provide simplicity or elegance, nor does it lead to the
Chebyshev theorem itself on the means to say nothing about the theorem’s atmosphere; that it is based on a
confusion of various notions and certainly cannot serve as a subject to be studied in the high school. Then, the
draft insists that a special chapter entitled the Pearson Theorem be included in the course, and one of the
authors, Nekrasov (1915a, No. 2, p. 111), recommended that it be even included in the two-hour course.

Academician Markov and then Prof. Posse ® have already pointed out that such a Pearson Theorem does not
exist, but Nekrasov (1915c, p. 98) feels himself

Obliged to certify for the second time that the indicated approximate
formula due to Pearson is deductive rather than empirical, and that the




truth which it expresses is, in spite of Posse’s statement, a theorem rather
than any other form of verity. Indeed, the truthfulness of this formula is
rigorously justified on the basis of the given conditions by mathematics
alone, i.e., independently from experiments.

After studying this issue, the Commission unanimously concluded that this Pearson formula does not at all
express any theorem and that its derivation provided by Nekrasov (1912a, pp. 518 — 520) does not represent
any proof. What he calls a rigorous proof consists in replacing finite increments of the variables by
differentials. Exactly in this way he derives an approximate, as he himself says, equation

- X

(1/y) dy/dx = Bi—ay(x—a)

that he (1915b; 1915¢) indeed brings himself to call the Pearson theorem. As is self-evident, it is inadmissible
to present to high-school students suchlike unfounded derivations or to interpret wrongly the main theorems of
the theory of probability (the Chebyshev theorem) while considering all this as a material fostering education
and development.

5. Finally, it is necessary to dwell on that the draft is connected with an attempt at exerting influence, by
means of mathematics, on the moral, religious and political Weltanschauung of the youth in a direction
assigned in advance. Such an attitude is very often definitely expressed in numerous articles by Nekrasov and
V.G. Alekseev appearing not only in purely scientific or pedagogic journals (Matematichesky Sbornik,
Matematicheskoe Obrasovanie, etc) or in Nekrasov (1912a) but also in the Zhurnal Ministerstva Narodnogo
Prosveshchenia. It is impossible to quote all the relevant typical pronouncements which cram the pages of
Nekrasov’s book (1912a) and the papers of the two authors; suffice to adduce some of them [...]’

The Commission believes that any comment whatsoever on suchlike reasoning is inappropriate. It is evident
that persistent attempts are being resumed in the 20" century at exploiting the most perfect science,
mathematics, in a direction that it cannot serve owing to its very essence. Thus, such attempts were repeatedly
made for example in Russia during the first half of the previous century when endeavouring to prove the
omnipotence of God by the expansion

(/1 +x0)]=1-x+x-X+ ...

considered at x = 1.

Experience showed that all these feeble efforts either went to pieces before the inexorable rigor of the exact
science or led to results directly contrary to those contemplated by the persons who misused mathematics for
attaining goals absolutely alien to it.

The Commission believes that the abovementioned delusions and wrong interpretations of the foundations of
science, and the misuse of mathematics aimed at the preconceived goal of transforming pure science into a tool
bringing religious and political pressure to bear on the rising generation, will irreparably damage education if
penetrating into the school life. [...]

Notes

1. { A modern designation would be Council of the Ministry ...}

2. {The page numbers apparently denoted those of the appropriate offprint. }

3. Whose influence had certainly been nevertheless felt about 150 years ago, soon after the discovery of the
method of infinitesimals {soon?}. However, from the times of Cauchy all the misunderstandings still
mentioned by Lagrange became history.

4. Unlike the first edition, this second one is full of absurdities.

5. {The authors’ expression. }

6. {Here are a few lines from Posse (1915, p. 71): Nekrasov

likes to strike his opponent with apparently very serious, but actually very
obscure phrases [...] and [...] when quoting the words of his opponents, he
sometimes changes them and attributes to them something that they



nowhere and never said.

7. {1t is too difficult and hardly worthwhile to translate even a part of the more than three pages of
Nekrasov’s barely understandable utterances. }

8. {In a letter of 5 Febr. 1916 to K.A. Andreev Nekrasov (Chirikov & Sheynin 1994, p. 160 of translation)
stated that the Report of the Commission included

the main distortion of the basis of my scientific and philosophical
concepts. [...] I never confuse philosophy [...] with pure mathematics. }
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Letters, Partly Unpublished. Excerpts concerning Nekrasov
1. Steklov — Liapunov, 30.3.1901 (Nauchnoe 1991, p. 229)

{ Vladimir Andreevich Steklov (1864 — 1926), academician and Vice-President of the Soviet Academy of

Sciences; works in differential equations and mathematical physics. }
kok ok

The noted master of Russian style and know-all.
2. Andreev — Liapunov, 31.3.1901 (Gordevsky 1955, pp. 40 — 41)
[Nekrasov] reasons perhaps deeply but not clearly and expresses his thoughts still more obscurely.

3. Sonin — Deputy Minister of Public Education, 8.5.1910
Ross. Gos. Istorich. Arkhiv, Fond 740. Inventory 43, No. 24, p. 2

{On May 1, 1910, Nekrasov asked the Minister to be appointed an unpaid member of the Ministry’s
Scientific Committee. Accordingly, the Deputy Minister received the following opinion from the appropriate
person, academician Nikolai Yakovlevich Sonin (1849 — 1915). His works pertained to mathematical analysis,
theory of probability and integral equations. I received the Russian original of the letter from Dr. A.L. Dmitriev
(Petersburg). }



k0 ko ok

[...] I have the honor to inform you that among the two chaired by me sections of the Scientific Committee
there is a sufficient number (three) of mathematicians quite familiar with both the theory and the practice of
teaching mathematics in academic institutions and on high and primary schools. Therefore, there is absolutely
no need in appointing a specialist in mathematics as a new member.

In particular, the appointment of Mr. Nekrasov can lead to very undesirable conflicts at the sittings of the
Scientific Committee concerning the existing mathematical curricula. His declarations in the Council of the
Minister, made in a sharp (or, more precisely, in a rude) form covering the lack of their content, that the future
mathematical curricula should be composed by Yanzhul, Ozerov, et al, that is, by economists, are known to the
members of the Scientific Committee as well as to very many Petersburg mathematicians and give rise to a
slighting negative attitude.

Under such conditions I am compelled to consider the appointment of Mr. Nekrasov as a member of the
Scientific Committee as absolutely undesirable.

4. Slutsky — Markov, 13.11.1912 (Sheynin 1996, p. 46)

{Concerning the description of the works of K. Pearson in Nekrasov (1912).}
kook ok

He had not even studied the relevant {statistical } literature sufficiently.
5. Steklov — Markov, 24.7.1915 (Nauchnoe 1991, p. 229)

Foul idiot and transfinite nonentity.

6. Radlov — Markov, 8.10.1915

{Ernest Lvovich Radlov was Editor of the Zhurnal Ministerstva Narodnogo Prosveshchenia (J. Ministry
Public Educ.). Markov unsuccessfully tried to continue his debate with Nekrasov on teaching probability in
schools in that periodical. He then published his article in a newspaper, see Sheynin (1993).}

k0 ok ok

[...] What can you do with a man who wants at all costs to object and object without end. ][...] Most
mathematicians do not share Nekrasov’s opinion that of course does not deserve any detailed discussion. To
believe that mathematics is an experimental science, and that observation is applicable to it, which indeed is the
viewpoint of your opponent, means not to understand at all the principles of mathematical thinking. It is
impossible to make him change his mind, and, in my opinion, it is absolutely useless to occupy oneself with
such business. I am therefore asking you not to resume debates, in which you are of course right.

7. Grave — Markov, 21.4.1916
Archive, Russian Academy of Sciences, Fond 173, Inventory 1, 5, No. 5

{Dmitry Aleksandrovich Grave (1863 — 1939) worked in many branches of mathematics including the

mathematical theory of insurance and at least elementary probability. }
L

I have received Nekrasov’s gibberish and read it to my students for amusement. It is impossible to regard
him seriously.

8. Sintsov — Markov, 11.11.1916
Archive, Russian Academy of Sciences, Fond 173, Inventory 1, 58, No. 3

{ Dmitry Matveevich Sintsov (1867 — 1946); works in geometry, differential equations, history of

mathematics; he was also an educationist. }
koock ok

As usual, Nekrasov considers his view on events as an absolute truth and believes that, once he expresses it
to someone, he had thus convinced the other man irrevocably.
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Part 3

Some Further Developments: Matkov, Liapunov
The Theorem on the Limit of Probability for the Liapunov Case

A.A.Markov
Foreword by Translator

This contribution first appeared in the third edition of Markov’s treatise (1913) and was reprinted in its next,
last edition of 1924. Here, I translate it from the text of 1924 in [6, pp. 321 — 328] where it was published with
Yu.V. Linnik’s comments on pp. 658 — 660. As usual, Markov often repeated the wording of his phrases; for
example, he formulated certain conditions, then stated “under these conditions ...” Then, he rewrote his
formulas, sometimes more than once, instead of numbering those necessary and avoiding this unpleasant
pattern. Here, the numeration is my own since Markov had not numbered a single formula and I also
introduced notation such as EX.

L

[1]The approximate expression of the probability written down in the form of an integral as given in my
§20" was known long ago and should by right be connected with the name of Laplace. However, excepting the
Jakob Bernoulli case’, Chebyshev (1891) was the first to formulate and substantiate the theorem proving for
certain instances that this integral is the limit of probability. Nevertheless, his remarkable memoir, which
clearly showed the importance of the method of moments, had contained some gaps both in the formulation
and the justification of the theorem, and I [2], [1] have filled them in.

Thus, the conditions, under which the theorem on the limit of the probability should undoubtedly take place,
were ascertained. They are sufficient for the theorem to exist, and they are necessary for arriving at it by
well=known simple considerations. Later on Liapunov set himself the two=fold aim of substantiating the
theorem in a different way by appropriately supplementing the usual derivation of the approximate formula,
and, at the same time, of ascertaining it for the largest possible number of cases. He attained his goals in his
memoirs [9], [10]. In the latter, Liapunov achieved a generality of conclusions far exceeding that secured by
the method of moments. It seemed even impossible to attain such generality by that method since it is based on
considering expectations, unlimited in number, whose existence in the Liapunov cases is not assumed 3,

In order to restore the thus shaken importance of the method of moments it was necessary to ascertain that
the above mentioned works did not at all exhaust it. I thought about this problem for a rather long time and I
was able to solve it, so to say, in two directions. On the one hand, I discovered how the method of moments
should be supplemented so as to cover all the Liapunov cases 4. on the other hand, a number of my
contributions showed that the same method provided a rather easy means for extending the limit theorem onto
connected [dependent] variables. From among my latest works, I shall give an account of only one, and
describe it in a changed form, butbefore that I consider the proof of the limit theorem for the Liapunov cases.

[2] Suppose that
2,2 s Zpy ooy 2y ...

is an unbounded series of independent variables and that
ar =EZ, by =E(Zi — ;)

exist for any k. Suppose also that



b _ g \Z, — ayl 245

where 8 is some positive number. Assume finally that the ratio
(6% + 5,2 4+ b, POVby + by + ... + b,

tends to zero as n increases unboundedly.

Such are the Liapunov conditions. We ought to prove that, if they are obeyed, the following theorem on the
limit of probability is valid: For any given t| and t;, t; > t, the probability of the inequalities

HW<(Zi+Zo+ .+ Z)— (a1 + @+ . + @)l \J2(b, +b, +...+b,) <t

tends to
53
(INm) | exp (- ) dt
4
as n increases unboundedly.

Introduce an auxiliary number N increasing unboundedly with n and separate the totality of all the possible
values of each difference (Z; — a;) into two sets, one of them consisting of numbers X; situated within — N and
N, and the other one, of numbers Y situated beyond these bounds. Supposing that

Yi=0for—-N<Zi—a, <N, X;=0forZ;—a, <—Nand Z; —a; > N,
we may set

Zi—ar =X, + Y
And at the same time it is not difficult to establish the equalities 3

E(Z: — a) = 0 = EX; + EY, by = EX,® + EY/,

bi* =E X, 2P + E Iy, 2 (1)

Under the Liapunov conditions we should not consider the expectations of
the other powers of

(Zk - ak), |Zk — akl, Yk or |Yk|.

But, however great will be the introduced number N, we may consider the expectations of any positive powers
of Xj and IX;l. Introduce the following notation:

bi+by+...+b, =B, bh)* +b,* + . +b,* =8B/,

[EXl = IEY) = ¢, X%l = ¢
where a =2, 3, 4, ... And at the same time denote the probability of the equality Z; — ax = X equivalent to the
inequalities — N <Z; — ax <N by py; and, by gy, the probability of the contrary equality Z; — ax = Y%, Yx #0 or,
in other words, the inequality (Z; — ap)’ > N* so that py + g = 1.

[3] We shall now subordinate N to two conditions. And, first and foremost, we shall try to choose it in such a
way that the difference between the probabilities of the inequalities

<X +Xo+...+X)2B, <, (2)



n<lZi+4L+...+2)-(a1+ax+ ... +a,)l/\2B, <t 3)

tends to zero together with 1/n. Since these two pairs of inequalities are equivalent for all cases when
Yi=Y,=...=Y,=0, )

the absolute value of the difference of their probabilities cannot exceed the probability of violating at least one
of the equalities (4). It is not difficult to see that this latter probability is not higher than

qt+ g2+ ...+ g

Taking into account (1), we establish the inequality

gi < bk (2+9) /N 2+6
so that

' 2+6

qQtqr+...+qu < B, IN .

Accordingly, we shall subordinate N to the condition that

lim [B,'/N ***] = 0 as (1/n) — 0. (5)
Then the difference between the probabilities of (3) and (2) should, as we explained above, tend to zero with
1/n. Therefore, when determining the limit of the probability of (3), we may replace these inequalities by the
inequalities (2).

Turning now to determining the limit of the probability of (2), we subordinate N to another condition such
that, when both conditions are obeyed, it will not be difficult to ascertain that, for any positive m, as n = o,

lim E [(X; + X2 + ... + X,)/\2B, 1" = INx [ " exp(~7) dt

which, on the strength of the concluding theorem of the previous memoir ®, will immediately lead us to our
goal.
When considering the expectation of

(X1 +Xa+ ...+ X,)/2B, 1"

we shall have to repeat the calculations of Chapt. 3, §217. In accord with the generalized Newton formula this
magnitude is equal to

X {[m!/(a! B! ... M) [Sep, .. 2/(2B)"1)

where
o, B, ... A (6)

are positive integers (not zeros) satisfying the condition
a+B+...+A=m

and S, g, ....» 1s a symmetric function of Xj, Xo, ..., X, determined by one of its terms 8,
X% X, L XM

Therefore, on the strength of the theorems on expectations of sums and products, we derive



E[(Xi+ X2+ ... + X,)/2B, 1" =X [m!/(a!! B! ... \)] [Ga.p. .2 /(2B) ™

where G, p, .., 1S the expectation of the sum S, . ... » and is obtained by issuing from it and replacing the
powers of X, X», ..., X, by the expectations of the same powers.

Regarding the expression G g, .2 /(2B,)™*, we shall prove that, when N is appropriately chosen, it will tend
to zero together with 1/n for any possible system of numbers (6) excepting the system

a=B=..=a=2 7)

which is only possible for even values of m.
[4]To attain our goal, let us now turn our attention to a simple inequality

(G p...2 VB, 1 < [(c1” + 2 + ... + ¢,“)VB,""] ...
(1™ + P + ...+, )BM

whose right side consists of factors of the type

[c (e) (e)

+694 ..+, VB, (8)

where e can take values 1, 2, 3, ...

On the strength of the inequality written above we may state that, for any set of numbers (6) not exclusively
consisting of twos, the ratio G g, .., x/Bnm/Z
will certainly tend to zero together with 1/n if N is chosen in such a way that, fore =1, 3,4, 5, ...,

lim {[ci“+ 29+ ... + ¢, °UB,"*} =0, n =

Concerning the expression

[c) @ @

+o P+ . +c,?VB, )

it is easy to convince ourselves that, for the values of N obeying the condition ascertained above, it ought to
tend to 1 as n increases unboundedly. Indeed, when comparing the equality

@+ EY = by
with the inequality
EY,* < b *YIN°®
whose validity it is not difficult to ascertain, we obtain
by > > by — b *VIN®
so that by summation we obtain inequalities
1> {[ei?+?+ ... +¢,?VB,) > 1-B,/[BsN°].
Now, the expression B,/[B,"N E"] can be represented as a product of two factors,
(B, N2+6] 8/2+8) 514 (B, Bn1+5/2] 2/(2+6),
both of them tending, under our conditions, to zero together with 1/n.

Neither is it difficult to convince ourselves in that the conditions, to which we subordinated N, are sufficient
for the ratio



[cl(l) + cz(l) + ...+ cn(l)]/\/B_n
to tend to zero with 1/n. This follows from the simple inequalities
P <ElYdand [SEIY <(q1+ g2+ ... + g) SE Y> <B, L qu.
Turning now to the ratios (8) for e = 3, 4, 5, ... we bear in mind the inequality
@ <Ny
and obtain, consequently,
i)+ + ...+ ¢, )VUB,"* < (N?IB,) “ ™.

It follows that all the ratios (8) will certainly tend to zero together with 1/n if we subordinate N to the
condition that

(N°/B,) — 0 with 1/n.
This new condition can be fulfilled together with the earlier restriction (5). Indeed, if we suppose that
N=(B,B,) " (10)
then both fractions, Nz/Bn and B,'IN 249 , will be reduced to one and the same expression
which, on the strength of one of the Liapunov’s conditions assumed by us, should tend to zero together with
1/n.
[5] And so, assuming (10), we may state that the difference between the probabilities of the inequalities (3)
and (2) will tend to zero together with 1/n; that the ratio (9) will at the same time tend to 1; and, finally, that all

the terms of the sum

{[m!/(o! B! ... \)] [Gap. ../ (2B} =
E[X;+Xo+...+X,)/\2B, 1"

will tend to zero together with 1/n excepting the only one which is determined by the equalities (7) and is only
included in the sum when m is even. And, when taking into account the simple inequality

(Ck(Z))a <N 20-2 Ck(Z)
for a =2, 3, 4, ..., we can easily establish the inequality
(D) + o+ @) VB < (N /By (11
which shows that under our conditions all the ratios of the type comprising the left side of (11) also tend to zero

together with 1/n.
It follows that under the indicated conditions the expectation of any positive odd degree of the ratio

Xi+Xo+...+X,)/{2B,

should tend to zero with 1/n. If, however, m is even, then it is the two differences ?



E[(Xi +Xo + ... + X))/{)2B, 1" = (m!/2"") [Ga. 2. ..2/(2B,) ™1,

([ai® + @ + ...+ ¢, P12B,)™ = (m)12) [Ga. s, .. 2/(2B,) ™

that should tend to zero. For the second one this follows from the identity

[c) @ @

+o P+ +c,P12B, " =

{2Vt V! ... o] [Hy v, . o/(2B)""1}

and the inequality
2 2 2 2
Hov L o<{[ci?1"+ ... +[.P1') .. (a1 + ...+ [6,P17)
where H,, ,, ., 1s a symmetric function of cl(z), cz(z), cn(z) determined by one of its terms

2 2 2
11" [2®] ... [¢f1”

Thus, for an odd m, as n = o
lim E [(X; + X2 + ... + X,)/y2B, 1" =0 = (1\m) T 1" exp (- 1) dt
and, for an even m, the left side is equal to
(mM[2™ (m/2)! Nr)} T t"™exp (- %) dt

which immediately provides the formulated limit theorem. In a similar way it can also be established for some
other cases.

We note, following Liapunov’s example, that his conditions are fulfilled if the absolute values of all the
differences (Z; — ax) do not exceed one and the same constant number, and if, at the same time,

IimB,=lim(by+by+ ... +b,) =+oasn— . (12)
Indeed, if, for all values of k, — L < Z; — a; < L where L > 0 is constant, then, for any 6 > 0 we have

b =E |Z— a7 < Lby
so that

BB o [ 2
and, if B, increases unboundedly with n,

lim [B,/B, ™" =0 asn =

And it is not difficult to see that the provided proof of the theorem on the limit of probability is essentially
easier for these cases since the need to introduce an auxiliary number N and to separate all the values of (Z; —
ay) into two sets disappears.

[6] If, however, the absolute values of the differences (Z; — ax) can be arbitrarily large, then (12) is not in

itself sufficient for the theorem to persist. This is shown by the following example. Suppose that, for
sufficiently large values of k, Z; can take three values, 0, (log k)", — (log k)" with probabilities



1 —2/k (log k)", 1/k (log k)" and 1/k (log k)"
respectively. Here, p and v are given positive numbers and
2u-v+1>0. (13)
For other values of k let Z, =0 so that a certain number k, of the first terms of the sum
Z\+Z+ ...+ 7, (14)

vanishes.
We have

ai = 0 for all values of k; E 1Z;! =0 fork< ko;
E 7> = b = [2(log k) /K] for k> k
and, in general, for any positive number i,
E 1Z/' = [2 (log k) “ /K] for k > k.
It follows that
B, = [2[log (ko + D™ “/(ko + D] + ... + [2(log n ) **™/n],
B, = {2[log (ko + DI®™ " VI(ko + 1)} + ... + [2 (log n)*®*/n).
When comparing these last sums with the corresponding integrals, it is easy to see that the ratios
B./(log n)Zp—v+1, B,//(log n)(2+6) p—v+1

cannot either increase unboundedly or become arbitrarily small. Then the same two statements will be true with
respect to

B, (log n) (™92 1+ _
[B,//(log 1) @M1 )/[B,/(log n) 2111492,

We immediately conclude that for v < 1 the Liapunov condition
lim [B,/B,"**1 =0, n = o0

is fulfilled, and, consequently, that the theorem on the limit of probability is valid.

On the contrary, for v > 1 the Liapunov condition is evidently not fulfilled. This, however, does not yet
prove that the limit theorem is not applicable to our case since that condition was established as a sufficient
rather than a necessary restriction.

For v > 1 and sufficiently large values of k, we can easily prove that the theorem is not applicable by
considering the probability that the sum (14) is exactly equal to zero. Had the theorem persisted, this
probability would have tended to zero with an unbounded increase in n. At the same time it is not difficult to
see that the probability of violating this equality is not higher than the sum of the probabilities that

Zy o ==*[log (ko + DIY, ..., Z, =% (log n)"

which is a part of an infinite sum



2 2
(k, + D[log (k, +1)]" T (k, +i)[log (k, +i)]"

and should therefore remain less than

2

1
(v —Dllogk,]"" (15)

however great is n. Therefore, when choosing k, so large that (15) is less than unity, we may state that the
probability that the sum (14) is zero is always higher than

1- 2 - >0
(v —-D[logk,]"

and therefore does not tend to zero.

For example, if v =2 and k, = 10, this probability is always higher than
1 - (2/1og 10) > 1/8.

We have thus ascertained that, if v > 1, the theorem on the limit of probability is not applicable to the
indicated cases. At the same time, on the strength of (13), condition (12) is fulfilled 10

Notes

Letter L stands for Linnik.

1. {Here and in some other cases below Markov refers to previous sections of his treatise [3, 1913].}

2. For this case, already De Moivre, in his Miscellanea analytica, in 1730, had outlined the proof that I
attributed to Laplace. A.A.M. {Markov should have also referred to De Moivre’s “Method of approximating
the sum of the terms of the binomial ...” which first appeared in 1733 as a private publication. }

3. This contribution directly adjoins Markov’s previous memoir and for the first time presents the method of
moments in a form allowing to prove the Liapunov ‘“central limit theorem”. Liapunov justified this proposition
by the method of characteristic functions which has the advantage that they exist for any random variable
whereas the expectations of some of its powers do not always exist. Markov introduced “curtailed” random
variables Xj, i.e., such functions of the initial random variables (Z; — ax) that their moments of any integer
power do exist; and that under the Liapunov conditions the sum of these new variables has the same limiting
distribution as the sum of the initial variables.

Then, drawing on his previous memoir, Markov applied the method of moments to the sum (X; + Xo + ... +
X,). He concluded by providing an example in which the limit theorem did not take place with the Liapunov
conditions, as is evident, being violated. L. { Linnik bears in mind Markov’s previous work [5]; actually,
however, his contribution [1] should have been cited.}

4. {Here, Markov should have referred to his earlier version [4] of the present memoir; see [10, §5 of its
second part]. }

5. Suppose for the sake of simplicity that (Z; — ax) do not vanish and have a discrete distribution. Then

P(Xk =Z—ak)=P(Zk—ak=Z—ak) if IZ—-al <N;
PXi=0=PZx—al ZN); P(Yi=Z—-a;) =P (Zi—ar = Z - ay);
P (Yi=0)=P (IZr— al <N)
so that relation (1) {just below} follows immediately. The general case is
treated similarly. L.
6. {Once more memoir [1] should have been cited. }
7. There, Markov proved the limit theorem under much more restrictive conditions. L.

8. {The series just below should apparently be written as a single term

XX XM



9. Chapter 3, §21. A.A.M. [ See Note 6.L.]

10. It is now possible to examine Markov’s example by means of the modern Lindeberg — Feller — Bernstein
theorem which also allows to ascertain the unstudied case of v = 1. Denote the law of distribution of (Z; — ax)
by Fi(x) and assume that

lim max (by/B,) =0asn — oo, k <n.

Then

(UB)Y. | ¥ dFi(x) >0asn— o, xi>e./B,

k<n

will be a necessary and sufficient condition for the applicability of the limit
theorem for any fixed € > 0. For any such € and v < 1, since

is contained between positive constants, the inequality IZ; > /B, is

impossible for sufficiently large values of n, and the condition is fulfilled.
For v > 1 we have, for a sufficiently small n > 0,

k>e"" k<n,

and for a sufficiently large n

[ X dFi)=b. > B, (11B,) Y bi<Kon ™,

l<eulnn

(1B)Y, [ x*dFi(x)>1/2, x> /B, . )

k<n

The condition is violated. Now, K,, K, ... are positive constants. For v =1 and a given € we have for k > exp
(Ki elnn)

jdeFk(x):bk,lx|>g\/B_n,(1/Bn) > bi<K™

i<exp(K,€lnn)

and relation (*) persists. The condition is violated and the limit theorem is not
applicable. L.

References
A.A. Markov

[1
[2
[3
[4
[5
[6

(1898). Sur les racines de 1’équation ...

(1899). The law of large numbers and the method of least squares.
(1900). Ucuucnenue sepoamuocmeri (Calculus of Probability).
(1908). On some cases of the theorem on the limit of probability.
(1913). The Chebyshev inequalities and the main theorem.
(1951). Uz6pannvie mpyowvr (Sel. Works).

e e e e

Other Authors

[7] Chebyshev, P.L. (1891). Sur deux théoremes relatifs aux probabilités.
[8] Liapunov, A.M. (1900). Sur une proposition de la théorie des probabilités.



[9] Liapunov, A.M. (1901). Nouvelle forme du théoreme sur la limite de probabilité.

[10] Linnik, Yu.V., Sapogov, N.A., Timofeev, V.N. (1951), An essay on Markov’s work in the theory of
numbers and the theory of probability. In [6, pp. 614 — 640]. Translation of its second part: DHS 2656, 1999,
pp- 205 — 218.

On the Work of Liapunov in the Theory of Probability
B.V. Gnedenko
1. General Information

Liapunov’s interest in probability was not more than an episode in his mathematical work. Indeed, the first
of his pertinent writings appeared in 1900, and the last one in 1901. In all, he published five probability-
theoretic papers [1 — 5] *. One of these was of a polemic nature and the rest of them were devoted to solving a
certain problem, viz.:

Given, a sequence of mutually independent random variables

él’éza --o,én,

having finite expectations and variances
E&, = ay, D&, = b2, B = b2+ b)> + ... + b,
It is required to determine the most general conditions under which the laws of distribution for the sums

Sn=(1/By) [(&1 —a) + (G —ap) + ... + (G — an)]

tend to the normal law
D(x) = (1/27) j exp (—z/2) dz.

Liapunov was prompted to examine this problem by preparing a course in the theory of probability with
which the Physical and Mathematical Faculty of Kharkov University charged him at the very end of the last {of
the 19™} century. He delivered that course during the academic years 1899 — 1900, 1900 — 1901, and 1901 —
1902. Already Chebysheyv, in his lectures for the students of Petersburg University, indicated that studies of the
problem formulated above were important. Liapunov attended these lectures in 1879 — 1880 and took them
down in detail. Two years hence A.N. Krylov {a naval architect and applied mathematician} rewrote
Liapunov’s notes and in 1936 they were published by the Soviet Academy of Sciences [14]. An outline of the
limit theorem without its rigorous proof or a precise formulation of the result obtained is in §30 of this book
(pp. 219 — 224). It ends on p. 224 with Chebyshev’s concluding words, as written down by Liapunov:

Formula (38), that provides such a possibility was, however, derived in a
non-rigorous way. The lack of rigor in the derivation consisted in that we
made various assumptions without determining the boundary of the ensuing
errors. In its present state, mathematical analysis cannot derive this
boundary in any satisfying fashion.

These words undoubtedly induced Liapunov to busy himself with ascertaining the conditions for the
applicability of the limit theorem. True, the investigations made by Markov [36; 37], Glaisher [24, p. 75; 25, p.
194] and Sleshinsky [44], with which Liapunov then acquainted himself, have also somewhat turned his
attention to this problem.

I noted that Liapunov had left a small number of publications on probability. However, only the depth and
the importance of the obtained results and developed methods rather then the number of memoirs might serve
as a proper estimate of a scholar’s scientific work. With respect to Liapunov, his contribution to probability had
stood the test of time. The main fact, that he had discovered, was later called {by Polya, in 1920} the central



limit theorem of the theory of probability. Below, we shall also attempt to throw some light on his influence
upon the direction of subsequent research.

2. On Previous Work

The publication of Jakob Bernoulli’s celebrated work [7], where he had clearly formulated and proved the
law of large numbers, led to natural problem of asymptotically estimating the probabilities of various
deviations. De Moivre [18] had solved this problem for the simplest case of Bernoulli trials 2, i.e., for the case
when p = g = 1/2. He thus introduced the normal law of distribution into science and it is obvious that the
importance of his discovery for the further development of probability cannot be overestimated. Almost a
century later Laplace [31] extended the De Moivre theorem up to its natural boundaries. Even more important
for developing the methodology of this problem was perhaps Laplace’s attempt to study the possible
asymptotic representations of the probabilities of events occasioned by a large number of independent causes.
It seems that he first published some considerations about approaching the solution of this problem in 1781
[30].

Actually, with regard both to the formulation and methodology, the following Poisson theorem [42] adjoins
the result obtained by De Moivre and Laplace: Suppose that a sequence of such independent trials 1, 2, ... is
carried out that in each of them a certain event can occur with probabilities pj, p», ... respectively. Denote the
number of the occurrences of this event in #n trials by p. Then, as n — oo,

P{(1/By) [u—(p1+p2+ ... +pp] <x} — D(x),
B = pi(1—=p)+pa(l —=p2) + ... + p(1 = po).

The interest in the normal distribution at the beginning of the 19" century had grown in connection with the
appearance of Legendre’s [32] and Gauss’ [23] remarkable investigations devoted to the formulation and
substantiation of the method of least squares 3 Their trains of thought were of a quite another nature and had
no direct bearing on the theory of summing independent random variables; obliquely, however, they were very
important by prompting Laplace to hasten the publication of his considerations on the methods of estimating
some magnitude given the results of its independent observations. For us, his thoughts are very interesting
because later on they have become the basis for substantiating the method of least squares.

Laplace’s idea, that he nourished for almost thirty years, was this: The success of applying probability to
various problems of natural sciences is founded on the fact that the sum total of a large number of random
influences, with each of these having an insignificant effect as compared with all the other ones taken together,
obeys some common general law. Below; I shall formulate the problems that Laplace had solved and describe
his results.

Bessel [11] indicated that the observations of the Greenwich astronomer Bradley had perfectly well fitted in
with the normal law, and his explanation of this fact, which he expressed absolutely distinctly in 1838 [12],
coincided with Laplace’s general idea. The observations of some magnitude obey the normal distribution
because {as Bessel reasoned} their errors are occasioned by a large number of independent causes. For the case
of measuring the zenith distance of a star by means of a meridian circle, Bessel listed 13 sources of random
error. At the same time he indicated an example of errors of observation {of an error’s component} not obeying
the normal distribution.

Poincaré, in his course [41] in the theory of probability, adhered to the same approach for substantiating the
normal law of distribution of observational errors. He twice described it in his Chapter 11. At first, at the end of
§140, he stated that

The error connected with the instrument is the sum total of a very large
number of errors independent one from another and such, that each of them
contributes only a small share of the general result; the total error follows
the Gauss law.

Then, at the very beginning of §144, Poincaré concludes {after actually repeating himself}: “This, as it seems
to me, is the best argument that might be put forward in favor of the Gauss law”.

I ought to say, however, that all the ideas described above are only of a qualitative nature and should be
mathematically justified. It is important to note that Laplace had advanced further than his contemporaries or



even subsequent scholars who worked during the first half of the 19" century. Not only had he formulated the
idea that the error of observation was formed by summing up a large number of elementary errors; he also
derived the distribution of such a sum as well as its asymptotic representation restricting his attention to the
case of identically distributed terms taking integral values 1, 2, ..., m with equal probabilities 1/m. > To solve
his problem Laplace [31] applied the method of generating functions which he had earlier developed. And, to
achieve his subsequent analytical transformations when solving stochastic problems, he denoted the argument ¢
of the generating function by ¢'® thus introducing and making use of characteristic functions. Note also that, in
accord with Laplace’s indication, Kramp, in 1796 [29], calculated the first table of the function ®(x).

I am unable to dwell here on the numerous subsequent writings devoted either to justifying the method of
least squares and developing the theory of errors, or to the theory of summing independent random variables. |
shall only mention Cauchy who systematically applied characteristic functions and showed that, when
summing identically distributed independent random variables, the limiting distribution can be not only
normal; it can belong to an entire class of distributions later called stable laws.

The creation, in the 19" century, of the elements of statistical physics attached yet another dimension to,
and stressed once again the fundamental importance of the normal law and the need of ascertaining the
conditions under which it becomes the asymptotic distribution for sums of independent random variables.

Chebyshev [15] made the first wide attempt in this direction. He did not persist in assuming that the random
variables possessed any special properties and restricted his study by very general suppositions. The theorem
that he formulated ran thus: If the expectations of variables u;, uy, ... are zero, and the expectations of all of
their powers are less in absolute value than some finite boundary, then, as n — oo, the probability that the sum
of n of these variables, divided by the square root of twice the sum of the expectations of their squares, is
contained between some two boundaries 7 and ¢’ tends to the integral

(INm) [ exp (- x) dx.

To prove this proposition, Chebyshev developed a very powerful method, later called the method of
moments °; its discovery constituted one of the greatest findings of the {mathematical} science of those days.
However, the theorem as formulated above cannot be proved since its conditions are not stated clearly enough.
First of all, it is not stipulated anywhere that the variables are mutually independent. Then, the demand that all
the moments of all the variables be bounded by one and the same constant is too restrictive '; in any case, it
may be weakened by assuming that the moments of a certain order m are bounded by a constant C(m)
depending only on m. Finally, the variance of the sum can increase with n not linearly, — not as is made use of
in the proof. Once the necessary corrections are made, the Chebyshev proposition can be proved quite
rigorously. The Chebyshev memoir also contains a draft estimate of how rapid is the convergence of the laws
of distribution of the sums to the limiting law and an exposition of the idea of deriving asymptotic expansions
of these laws of distribution in powers of 1/Nn.

The criticism of Chebyshev’s memoir as described above was in essence formulated by Markov in his letters
to A.V. Vasiliev, a professor at Kazan University [37]. They also contained Markov’s positive contribution
with a more rigorous and precise formulation of Chebyshev’s propositions, including his main lemmas. The
same year Markov published a more detailed exposition of his results [36].

3. The Subject-Matter of Liapunov’s Memoirs

Liapunov, in a lengthy writing [1], after indicating some insufficiency of the reasoning and formulation in
Chebyshev’s memoir [15], referred to the abovementioned Markov’s investigations. With respect to rigor and
completeness he considered Markov’s exposition irreproachable, but he thought that Markov’s method of
proof, connected with the development of a full theory, was involved and unwieldy. This fact inspired him to
“revise the former methods”. We shall see, however, that he was able to succeed not only in developing a new
method of proof, but also in discovering conditions final in some sense.

a) The first formulation of the Liapunov theorem contained in the abovementioned work was in a certain
way especially close to the Chebyshev proposition but demanded much less restrictions than the latter. Let
mutually independent random variables &;, &, ..., &,, ... have finite expectations

a;=E&, b’ =E (& - a)’, c = E (&),

Denote



B =b +b’+.. +b L, =maxc,1 <i<n
and assume that

(an/an)-nZ/3 — Qasn— .
Then, uniformly with respect to z; and z,

Plzu</B) & —a)+ &G —-a)+ ...+ (& —an] <22} — D(z2) - D(21).

Along with the proof itself, Liapunov rather thoroughly estimated the rapidity of the convergence to the
normal law. I shall describe this point below.

b) The second formulation. In his first note [2] Liapunov somewhat weakened the conditions of his theorem
and had not anymore demanded that the terms have finite third moments. Denote a positive number not
exceeding 1 by o and let L, be defined by

L, =max Emod ™, 1 <i < n
If, for some 9,
(an/an)-nZ/(2+ L, 0asn— 0,
then, uniformly with respect to z; and z,, as n — oo,
P <(/By) [ —a)+(&—-a)+... + (& —a)] <22} —
(/27 )j exp (- x*/2) dx. (1)

¢) The third and final formulation. This was published almost at the same time in a second note [3] and in
memoir [4]. If for some positive d there exist finite moments

d; = E & — a,1**° for all values of i, and if, as n — o,
(dv+do+...+d)/B, "% =0,

then, uniformly with respect to z; and z,, formula (1) takes place.

In both his main memoirs Liapunov pays serious attention to the rapidity of the convergence of the laws of
distribution of the sums s, to the limiting normal law. As far as the first memoir is concerned, I shall describe
only one of its results: If the absolute third moments of the variables &; are bounded by a constant independent
from i, then the difference

A, = suplP(s, < x) — O(x)l
X

tends to vanish not slower than (In n)/\/n.
In the second memoir Liapunov [4] determined that

Ay <cLyInL,, L, = (d +do + ... + d,)/B,”*°.
There also he had derived the well-known inequalities connecting the moments of laws of distribution which
found wide application both in probability and function theory. Here are his main general inequalities: Suppose
that random variable £ has an absolute moment of order k and let numbers k, m, n obey inequalities k > m > n

> 0. Then

(BIE™) " < (BIE") ™ < (BIER) ™.



Of main importance for Liapunov’s own probability-theoretic investigations was a particular case of these
inequalities; namely, if k > m > 0,

(EIE™) * < (BIEM) ™.

For k = 3 and m = 2 Liapunov gave this inequality already in his memoir of 1900. Note that he derived all of
them for the case in which the variable & takes a finite or a countable set of values; therefore, they concerned
some infinite series with positive terms. However, it is not at all difficult to extend them onto the case of
arbitrary distributions, and Liapunov himself saw this possibility as well. His special formulations were
apparently occasioned by two circumstances, viz., by lack of convenient notation and the traditions concerning
the form of writing that dated back to the outstanding mathematicians of former times.

4. The Liapunov Method

We know that most important in science is not only the result obtained, but also the method applied for
discovering it. Often the fact itself is soon derived as a corollary of more general findings made by others,
whereas new ideas inherent in the method of proof become starting-points for many new results, achieved,
furthermore, while investigating far away from the original problems. Concerning Liapunov’s studies, I ought
to say that both his actual results and method of research developed by him have retained their importance until
now.

Liapunov himself gave much thought to developing new methods of proof. He thus followed his teacher who
[13, p. 150] had stated that

Whereas a theory has much to gain from new applications of an old
method, or from its further development, it acquires still more by
discovering new methods.

The first two pages of Liapunov’s memoir of 1900 are a brief essay on the research made by his
predecessors with particular attention being given to evaluating their methods. He attached special significance
to the application of the Dirichlet discontinuity factor made by the English astronomer Glaisher [24; 25]. At the
same time, however, he noted that Glaisher’s method suffered from many shortcomings and cannot be directly
applied for providing sufficiently general results. Liapunov also saw fit to mention a memoir by Sleshinsky
[44] who had attempted to improve on the method of the discontinuity factor by applying Cauchy’s ideas but
who

Introduced too restrictive assumptions and it is therefore impossible to
extend his analysis to more general cases.

In his §2 Liapunov [1] outlined his own method and indicated the difficulties that had to be surmounted. He
assumed that random variables could only take a finite number of possible values. Introducing notation

P (&= x) =fi (x)
he wrote down the probability of the inequalities
g-h<&+&+ ... +8,<g+h
as a sum
2S00 fa(x2) oo o ()
extended over all the values of xy, xp, ..., x, satisfying the inequalities
g-h<xi+x+...+x,<g+h

By means of the Dirichlet integral



I=@m| [sin (ht/n)]cos st di
0
where s = x; + x; + ... + x, — g the probability sought can be written as
2/m) j [sin (ht/H)]Q dt 2)
0

where

0=> fi(x1) f2(x2) ... fn(xp)cOS st.

Under the conditions of the Liapunov theorem it is possible to prove that, as n — oo,
lim (2/7) j [sin (ht/H)]0 dt = (1/\27) j exp (- 2°) dz
0 |

where 1T is a positive number tending to zero with an increasing n

in such a way that the magnitude Lt n' remains constant. Everything is
therefore reduced to proving that, as n — o,

lim]: [sin (ht/1)]Q dt = 0,

and it is exactly here that the main difficulty is encountered.

We have assumed that the number of the possible values of each of the
variables is finite. Otherwise, as it occurs in the Glaisher analysis, yet a
new difficulty will present itself: the transformation necessary for obtaining
expression (2) can prove inadmissible.

Attempting to diminish these difficulties, I was obliged to begin by
introducing some assumptions which considerably narrowed the conditions
of the theorem. Then, however, I noted that these suppositions were not
necessary and that the difficulties can be sidestepped by means of an
artificial trick; namely, by considering, along with the variables &; an
adequately defined supplementary variable.

Liapunov’s supplementary magnitude was independent of all the &; and distributed normally with variance
2)(2 where x was chosen depending on n and t but in such a manner that, as n — oo,

Df [sin (ht/1)]Q exp (1) dt — 0.

Thus, Liapunov was able to surmount the main difficulty by estimating the appropriate integral
independently of the distributions of all the other terms by the magnitude written out just above.

In §4, see his equality (9), Liapunov introduced functions that are now called characteristic. The
supplementary term discussed above was necessary since the theory of characteristic functions was not yet
developed. In proving his theorem, Liapunov had to overcome additional difficulties; more precisely, to prove,
for his case, the theorems that now pertain to the theory of characteristic functions.

In his §9 Liapunov showed that the initial restriction, connected with the supposed finiteness of the set of
values taken by the separate terms, was not essential and that it was possible to disregard it. It is also
noteworthy that at the beginning of his §4 Liapunov introduced the concept of distribution function % and
indicated its elementary property writing it down as

Pu<é<v)y=F®Ww)-F (u).



Liapunov fully explained his method in his first memoir. The second one had not demanded either essential
changes of, or supplements to his method. Not more than natural and purely technical changes caused by a
considerable generalization of the theorem were needed. His remark made there in §3 is of essential
methodological importance. He noted that if his condition was fulfilled for some & > O then it held for any other
9 if only 0 < 8; < 6. This fact was a simple corollary of the general Liapunov inequalities concerning absolute
moments.

Thus, Liapunov’s contributions considerably influenced the development of the theory of probability not
only because they established one of its main propositions, but also since they fostered the growth of its new
methods and (see below) ideas.

5. The Discussion with P.A. Nekrasov

We have mentioned Liapunov’s polemic note [5]. It had not contained any new results being his rejoinder to
Nekrasov’s rude attack [39] published soon after Liapunov’s studies had appeared in print. From the
mathematical point of view, Nekrasov’s remarks were so indefinite, — and his conclusions so categorical, — that
even now they can only stir up surprise and irritation. To give an idea about the style of his “criticism”, |
venture to quote a rather long passage, highly typical of his entire note (and of many other of his
contributions): his statements were categorical but not substantiated at all. { Gnedenko quotes [39, §1 and
beginning of §2].}

In his rejoinder, restrained in style but very sharp in essence, Liapunov indicated that Nekrasov had
substantiated his conclusions only by very indefinite general reasoning, etc. { Gnedenko adduced three
quotations from [5].} Liapunov’s reproof proved effective. In the concluding sections of his memoir [40],
Nekrasov several times went back, although very indefinitely, on his criticism. Thus, on p. 441n he wrote:

I ought to correct one indication in these critical remarks. I said that
Liapunov had applied the Dirichlet discontinuity factor. Instead, I should
have said that he had made use, in his method, of the same
disadvantageously lengthened path of integration that also plays its part
when this factor is applied. I believe, now also, that in every other respect
my critical remarks were correct, but I consider it necessary to supplement
them by positive comments.

We remember that Nekrasov’s other criticisms came to the impossibility of a simple formulation of the
Liapunov theorem and to the persistence of the main shortcomings of the conclusions made by his
predecessors. Nevertheless, Nekrasov (p. 442) now also declared something else:

My remarks concerning the lack of rigor of their conclusions of course fall
away, but my criticisms of their incompleteness are still valid.

Somewhat below Nekrasov (p. 446) went even further by maintaining {in an unwieldy manner} that

The Liapunov conditions coincide with those for one of the indications
sufficient for the fulfillment of the main conditions

derived in one of his (Nekrasov’s) early works. Thus, he recognized not only the irreproachability of the
Liapunov result, but also the desirability of the statement that his own results were even more general.

6. The Direct Continuation of Liapunov’s Studies

Liapunov’s results gave rise to an enormous literature, to studies of considerable scientific importance. I am
even unable to list all the papers directly or implicitly bearing on the described Liapunov’s memoirs and |
restrict my exposition by a brief survey of a few main later works.

It is necessary, above all, to mention Markov’s study {inserted in this book just above Gnedenko’s article }
which was published as a supplement to his course [38]. In his introductory lines, Markov sufficiently clearly
indicated that its appearance was caused by Liapunov’s memoirs. I think that his words are interesting and
quote him accordingly { Gnedenko quotes the appropriate place from the beginning of Markov’s contribution. }



The method used by Markov consisted in curtailing the random variables and it is very often applied in the
modern theory of probability. At the same time, it became a prototype of the concept of sequences of
equivalent random variables.

In 1922, the Finnish mathematician Lindeberg [35] had generalized Liapunov’s conditions of the central
limit theorem, and, later on, Feller [22] proved that the Lindeberg conditions were, in a sense, not only
sufficient but also necessary. In accord with these two studies we may now formulate the theorem on the
convergence of the distribution functions of sums of independent terms to the normal law in the following way.
It is sufficient for the distribution functions of sums s, to converge to the normal law ®(x), that the Lindeberg
conditions be fulfilled; namely, that for any t > 0 and n — o

(UBHY [ (x-ay’ dFix) =0, k- al > 1 B,
k=1

If, in addition, the pertinent terms are uniformly infinitely small, i.e., if, for any € > 0, as n — oo,
limmax P[I§x—ai>€eB,]=0,1 <k <n,

then the Lindeberg condition is also necessary for such convergence.

It is interesting to note that Bernstein [9] had indicated that, in a sense, the Liapunov condition is also
necessary. Suppose that it is fulfilled, then the central limit theorem is also true. And if the distribution
functions of the sums converge to the normal law, and if, in addition, as n — o,

Els,”"1 — (1/~427) j **lexp (- x4/2) dx, 0 < r < 8,

then the Liapunov condition of order 6 is necessarily fulfilled. Bernstein proved this theorem assuming that 6 >
1.

In a previous work he [8] derived a sufficient condition for the convergence of the distribution functions of
sums of independent terms to the normal law under very general assumptions that did not demand that the
terms possessed moments of any order. Bernstein formulated this proposition in a note attached to the end of
Chapter 1 (p. 74 of the Russian version) ? since [9, p. 175] “this generalization is an almost obvious corollary of
the Liapunov theorem”; however, he [9] exhaustively described it.

Feller, in his abovementioned work [22], independently from Bernstein discovered the sufficiency and (for
the case of small terms) necessity of the conditions indicated by Bernstein [8]. It should also be mentioned that
in 1935, i.e., at the same time as Feller did, Khinchin [27] and Lévy [33], independently one from another,
considered the case of identically distributed terms and obtained an elegant exhaustive result: It is necessary
and sufficient for the sums

sn=[E1+ &2+ ...+ &) —Al/B, 3)

of identically distributed independent random variables with appropriately chosen constants A, and B, > 0 to
converge, as n — oo, to the law ®(x), that

[ dF@) =0 (| FdF@).x— o,

lzl> x lzl< x

Cramér [16; 17], Esseen [20] and Studnev [45] specified the Liapunov estimates of the rapidity of the
convergence of the distribution functions to the limiting law. In particular, Cramér showed that if the terms
possessed third absolute moments, the constant C in the Liapunov estimate

A, < Cpaplgn €))

where

n

psn=Y, El&;—al/B,’

i=1



can be equal to 3. For distribution functions F' (x) of identically distributed terms whose characteristic functions
f (¢) fulfil condition

limsup lf ()l < 1,11 — &)

and assuming that the third moments are finite, he proved that the inequality (4) can be replaced by a stronger
condition

A, < MAn. (6)

Later Esseen [20] and Berry [10] discovered that (6) persists even if (3) is not satisfied. Esseen [21] recently
showed that in the case under consideration

3+4/10
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Equality is attained for the Bernoulli trials with steps

lim \/np (D,; D) < K p3 where K =

(V10 = 2)/2], x = — [(4 =10 )R/2]; [(4 =10 )/2], x = [(N10 = 2)h/2]

with 4 being any positive number.

The natural question concerning the possible limiting distributions for sums of independent random variables
was only formulated in full in the beginning of the 1930s. Bavli [6] and Khinchin [28] answered it, with the
former, but not the latter, assuming that the terms possessed variances and Gnedenko and Doeblin studied an
obvious problem about the conditions under which a limiting distribution can exist for consecutive sums
derived from a given sequence of random variables. For a summary of all these studies see the monograph
Gnedenko & Kolmogorov [26].

The work of Liapunov gave rise to numerous studies generalizing his propositions onto the summing of
independent random vectors, and onto dependent terms; I shall not formulate the results obtained. It is now
known that all the possible limiting distributions for the sums of independent random variables make up the
extensive class of infinitely divisible distributions [26].

An appropriate natural question presents itself: how can it be explained that almost two centuries both the
theory of probability proper, and its applications actually had to do only with the normal distribution? '
Indeed, the other most important distribution, the Poisson law, was first indicated a hundred years later than the
former, and its role in theoretical problems and applications was revealed completely enough only in our time.
Cauchy discovered some stable distributions only in the middle of the 19" century, and until approximately the
third decade of the next century they remained aside from the requirements of the theory of probability or
statistics. Almost until the 1930s the normal law had been playing at least a dominant part in the theory of
summing of random variables.

Khinchin [28], also see [26, §26, Theorem 1], obtained a sufficiently complete answer. Its essence is that, for
convergence to the normal law, only very general requirements, which barely restrict the specific character of
the terms’ distributions, have to be fulfilled. Here is a rigorous formulation of his appropriate theorem: If a
limiting distribution for the normed sums s, exists, then, for it to be normal, it is necessary and sufficient that
the terms satisfy one single condition, viz., that, as n — o,

P [suplér—arl =2 eB,] > 0,1 <k <n.

It ought to be added that a similar, and even a somewhat more general formulation is in Lévy’s well-known book [34].
But, concerning his theorem, Khinchin [28, Note attached to §11] wrote:

However, while basing my efforts on the outline indicated by Lévy, I was unable to
discover the proof of this proposition.

Khinchin’s theorem shows that in an overwhelming majority of cases, and, in particular, for restricted random
variables, the limiting distribution of the sums must be normal. For convergence to other distributions, some
other conditions, which imply closeness of the pre-limiting distributions to the limiting law, have to be met.



Thus, we see that in summing independent random variables the normal distribution plays a special part and
that this fact should have inevitably led to its consideration rather than to the application of the other possible
limiting distributions.

The Liapunov theorem very soon earned a conspicuous place in statistics, biology, physics, economics, and
in the technological disciplines. A detailed description of its role in natural sciences and technology should
comprise the subject of a special paper. In concluding, it remains to be said that Liapunov’s merits in
probability are not exhausted by his proof of one of its main propositions. When appraising his contribution, it
is necessary to allow for its influence on the development on this entire discipline during the last fifty years.
Moreover, his impact persists. Suffice it to recall the principle of invariance as formulated by Donsker [19] or
Prokhorov [43] for perceiving how the generalizations of Liapunov’s ideas lead to new and wider conclusions.
Neither his result, nor the methods of proof developed by him have been relegated to the history of science.
They are parts of a living organism of science, undergo essential changes and development, and find new
possibilities for practical application.

Notes

1. {There also existed a manuscript [5a] on the estimation of precision in the theory of errors written by
Liapunov; it is now published. }

2. {The definitive source where De Moivre introduced the normal law is his Latin pamphlet of 1733 that he
reprinted in English in the two later editions of his Doctrine of Chances. Yes, he had indeed restricted his
attention to the particular case of p = ¢ (in his notation, of a = b), but the title of his pamphlet contained the
words binomial (a + b)" and the text itself has the following phrase (p. 251 in the Doctrine’s edition of 1756):

What we have said is also applicable to a Ratio of Inequality, as appears
from our 9" Corollary.}

3. {Since Legendre had not at all introduced the normal law, Gauss’ merits should be emphasized. Then, the
definitive Gaussian method of least squares did not depend on the normal (or any other) law of distribution. }

4. {Bessel had not claimed that Bradley’s observations perfectly well corresponded to the normal law. See
my papers in vol. 49, 1995, Arch. Hist. Ex. Sci. and vol. 10, No. 1, 2000, Historia Scientiarum (Tokyo). The
latter is a serious criticism of some of Bessel’s works. }

5. {Laplace also considered the case of arbitrary laws as well, see Mathematics of the 1 9™ century, vol. 1.
Editors, A.N. Kolmogorov & A.P. Youshkevich, pp. 224 — 225 of the chapter by Gnedenko & Sheynin. Basel,
1992.}

6. { This method is actually due to Bienaymé and Chebyshev. Below, at the end of §3, Gnedenko attributes to
Liapunov some important inequalities. See C.C. Heyde & E. Seneta, Bienaymé. New York, 1977, pp. 111 —
112, who described Bienaymé’s relevant findings of 1840.

7. {This demand was possibly never made. Since Chebyshev sometimes wrongly used the singular form
instead of the plural (see Note 3 to Liapunov’s paper in this book), readers could have misunderstood him. }

8. {Poisson hesitatingly introduced this concept. }

9. The main aim of this memoir [8] was to extend the Liapunov proposition onto sums of dependent random
variables.

10. {This statement is too strong; Gnedenko himself, after a few lines, somewhat weakens it. }
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